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Abstract: Environmental change, if severe, can drive a population extinct unless the population succeeds in adapting to the new conditions. How likely is a population to win the race between population decline and adaptive evolution? Assuming that environmental degradation progresses across a habitat, we analyze the impact of several ecological factors on the probability of evolutionary rescue. Specifically, we study the influence of population structure and density-dependent competition as well as the speed and severity of environmental change. We also determine the relative contribution of standing genetic variation and new mutations to evolutionary rescue. To describe population structure, we use a generalized island model, where islands are affected by environmental deterioration one after the other. Our analysis is based on the mathematical theory of time-inhomogeneous branching processes and complemented by computer simulations. We find that in the interplay of various, partially antagonistic effects, the probability of evolutionary rescue can show nontrivial and unexpected dependence on ecological characteristics. In particular, we generally observe a nonmonotonic dependence on the migration rate between islands. Counterintuitively, under some circumstances, evolutionary rescue can occur more readily in the face of harsher environmental shifts, because of the reduced competition experienced by mutant individuals. Similarly, rescue sometimes occurs more readily when the entire habitat degrades rapidly, rather than progressively over time, particularly when migration is high and competition strong.
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Introduction

Environmental change can pose severe challenges to a population. A population, previously well adapted to the ecological conditions of its habitat, might become maladapted and risk extinction. Examples for such serious alterations are manifold and include global warming and its consequences, the invasion of a new species competing for the same ecological niche, or the onset of drug therapies, selecting for resistance. There are basically three ways in which a population might respond to the environmental deterioration: disperse to another still favorable habitat, adapt by phenotypic plasticity without any change in genotype, or evolve genetic adaptations. Under which conditions populations can escape extinction by rapid adaptive evolution is one of the key questions of evolutionary biology.

Empirical evidence for evolutionary rescue comes from various sources. The evolution of antibiotic or insecticide resistance in natural populations provides prominent examples with a considerable amount of data (e.g., Chevillon et al. 1999; Normark and Normark 2002; Karasov et al. 2010). A recent survey of vertebrate studies reports a number of cases of population rescue by successful adaptation (Vander Wal et al. 2013). In recent years, several lab experiments have demonstrated the ability of populations to adapt rapidly to highly stressful conditions. These studies have investigated the role of potentially important factors such as the speed of environmental deterioration, population size, genetic variation, the history of stress, modes of dispersal between subpopulations, or recombination and sexual reproduction (Bell and Gonzalez 2009, 2011; Agashe et al. 2011; Lachapelle and Bell 2012; Bell 2013; Gonzalez and Bell 2013).

On the theoretical side, research into evolutionary rescue has followed two directions: one type of study uses a quantitative genetics approach. Many loci with small effects contribute to fitness, and the additive genetic variance (often assumed to be constant) plays a key role. Usually, the focus is on a population’s capacity to track an optimum that gradually changes over time (e.g., Lynch et al. 1991; Bürger and Lynch 1995; Lande and Shannon 1996) or moves in space (Pease et al. 1989; Polechová et al. 2009; Duputié et al. 2012). Adaptation after a sudden environmental change has also been analyzed in this framework (Gomulkiewicz and Holt 1995). The simulation studies by Boulding and Hay (2001) and Schiffers et al. (2013), where
a finite but large number of loci contribute to fitness, are similar in tracking rescue through the spread of alleles at multiple loci. The second class of theoretical studies starts from the other end of the scale: adaptation relying on a single mutation (or sometimes a series of mutations at a single locus). In this second class, all models published so far consider a panmictic population that is exposed to a sudden severe change in its environment (e.g., Gomulkiewicz and Holt 1995; Iwasa et al. 2003, 2004a; Bell and Collins 2008; Orr and Unckless 2008; Martin et al. 2013) or a series of catastrophes (Martin et al. 2013). As a consequence of the environmental deterioration, the population size declines. For rescue of the population, a fitter genotype—either from standing genetic variation or newly mutated—must establish before the resident population becomes extinct.

In this study, we follow the latter approach and analyze a single-locus model with two alleles, representing the wildtype and the rescue mutant. However, we include several key ecological factors that have been left aside in the previous studies, in particular population structure. We note that this latter aspect has been shown to be of importance in a recent empirical study by Bell and Gonzalez (2011). While all previous one-locus models assume a sudden change in the environment that affects the whole population at once, we consider an environmental change that proceeds gradually across the habitat. There are thus temporal refuges, where the resident population can survive for extended periods even after environmental degradation has started. Eventually, however, the whole habitat deteriorates, and the population will go extinct unless a fitter mutant establishes. This mutant might already exist in the population before the shift in the environment (evolutionary rescue from standing genetic variation) or arise afterward due to recurrent mutation (evolutionary rescue by de novo mutations). In this context, we determine how ecological factors such as density-dependent competition, migration rates, and the speed and severity of the environmental change influence the probability of evolutionary rescue.

The rate of adaptive evolution—and hence the probability of evolutionary rescue—generically depends on the genetic variation (number of mutants) in the population and on the strength of selection, which determines the establishment probability of each mutation. The habitat ecology can crucially impact both factors, either directly or via ecological interactions. Importantly, an environmental variable can affect the two quantities in various, sometimes antagonistic ways. Effects on the rate of evolutionary rescue may differ, depending on whether rescue occurs mainly from the standing genetic variation or from new mutations. The intertwined influences on genetic variation and selection can lead to surprising results. For panmictic populations, it has been pointed out that harsher environmental change can lead to higher rates of rescue if selection is density dependent, with important implications for the evolution of drug resistance (Gatenby 2009; Gatenby et al. 2009; Read et al. 2011). In this article, we examine the nontrivial patterns that can result if an additional layer of ecological complexity is added, considering gradual deterioration in a structured environment.

The structure of the article is as follows. We first introduce our model of population structure and gradual environmental degradation. We then present an overview of the phenomena observed in the full model based on simulation results. Afterward, we consider a set of simpler submodels that allow for an analytical treatment in order to crystallize the main effects and to reveal the basic principles behind them. All mathematical analyses are presented in the appendixes.

### The Model

Consider a population of haploid individuals that lives in a patchy environment. We focus on one locus with two alleles: the wildtype and the rescue mutant allele. Every generation, a fraction \( m \) of the offspring enters a migrant pool, which is thereafter distributed with equal probability over all demes (the “island model”; Wright 1943). The migration probability \( m \), along with the number of demes \( D \), is thus a measure of the degree of fragmentation of the habitat. Initially, selection is homogeneous across space. The population is well adapted to the ecology of its habitat, such that the population size in each deme is at its carrying capacity. The mutant allele has a disadvantage relative to the resident type and is present only at low frequencies at mutation-selection-migration-drift balance. Subsequently, the environment starts to deteriorate. Environmental deterioration does not affect the whole metapopulation at once but proceeds gradually across the habitat. We assume that the change progresses at constant speed. That is, every \( \vartheta \) generations another patch switches to the new environment (fig. 1), where \( \vartheta = 0 \) corresponds to an instantaneous degradation of the entire habitat. While the subpopulations in demes with the original environment can maintain their size at carrying capacity, the fitness of the wildtype drops below 1 in the perturbed demes, and the population size starts to decline. Whereas the wildtype cannot persist in the new environment, mutants have—at least at low population densities—a fitness greater than 1. They are, however, initially rare (or absent) in the population and therefore likely to suffer stochastic loss. At this stage, the metapopulation corresponds to a source-sink system where the unperturbed demes act as sources and the perturbed demes as sinks for wildtype individuals. Because the size of the sink grows over time and the source van-
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Figure 1: Sketch of the spatial and temporal habitat structure. The population lives in a patchy environment with $D$ demes. Each generation, a fraction $m$ of the offspring enters a migrant pool, which is then randomly distributed over the islands. Beginning at time $t = 0$, the environment changes in intervals of $\theta$ generations, affecting one deme at a time until all demes are affected. The environmental change is thus idealized as a discrete switch and may, for example, represent a shift in habitat type, the appearance of an invading species, or an alteration in climate.

ishes, the metapopulation will ultimately become extinct unless it is rescued by adaptive mutation.

We denote the carrying capacity for each deme as $K$ and define $K_{\text{total}} = DK$. The numbers of wildtypes and mutants in deme $i$ are written as $N_w^{(i)}$ and $N_m^{(i)}$, respectively.

The life cycle is assumed to be as follows:

1. Reproduction and mutation. Each individual of the parent generation, irrespective of type, produces a large number $X$ of offspring. A fraction $u$ of the wildtype offspring mutates. Back mutation is ignored.

2. Migration. A fraction $m$ of the offspring remains in its home deme, a fraction $m$ enters the migrant pool. A fraction $1/D$ of the migrant pool settles in each deme.

3. Selection and density regulation. Each deme has a hard carrying capacity $K$. Under the original environmental conditions, the offspring viability is sufficiently high such that the deme is fully occupied after completion of the life cycle. Following the classical island model, we determine the genetic composition of the next generation in an unperturbed deme by binomial sampling of $K$ individuals from the local offspring pool with frequencies weighted by fitness. The number of mutants thus follows a binomial distribution with parameter

$$ N_{w}^{(i)}' = (1 - m)N_{w}^{(i)} + \frac{m}{D} \sum_{i=1}^{D} N_{w}^{(i)}, $$

$$ N_{m}^{(i)}' = (1 - m)N_{m}^{(i)} + \frac{m}{D} \sum_{i=1}^{D} N_{m}^{(i)}. $$

We denote by $z_0 := 1 - \alpha$ the strength of selection against mutants in unperturbed demes. Under the deteriorated conditions in the new demes, survival probabilities are lower, and at least as long as the mutant is rare, the carrying capacity will in general not be reached. Wildtype individuals are unable to replace themselves, and we set the probability of survival for each of their $X$ offspring to $1/(1 - r)$. In contrast, mutant individuals are—at least at low densities—able to positively grow; mutant offspring survive with probability $\alpha(1 - r)/X$ in deme $i$. In the limit $X \to \infty$, the number of wildtype and mutant individuals after selection but before density regulation follows a Poisson distribution:

$$ N_{w}^{(i)}' \to \text{Poisson with parameter } (1 - u)(1 - r)N_{w}^{(i)}', $$

$$ N_{m}^{(i)}' \to \text{Poisson with parameter } (1 + S)(1 - r)N_{m}^{(i)}'. $$

If necessary, the population size is thereafter reduced to carrying capacity $K$. For large $r$, this is very rarely needed until rescue has occurred.

Note that (unless density regulation is needed) $(1 - r)$ plays the role of an absolute fitness of wildtype parents under the perturbed conditions (ignoring mutation). We
use r as a measure of the severity of the environmental change. Similarly, \((1 + S)\) is the absolute fitness of mutant parents in the perturbed deme \(i\), where we model \(S\) as follows:

\[
S_i = \max\left[-z_i, z_i (1 - \frac{N_{w\text{,pert}}^{(i)\text{old}} + N_{m\text{,pert}}^{(i)\text{old}}}{K})\right],
\]

where \(s, z > 0, \beta \geq 0\). For \(\beta = 0\), we have \(S_i = s\), and fitness is density independent. For \(\beta > 0\), growth of the mutant population is reduced in the presence of competing wild-type or mutant individuals. For \(\beta > 1\), this entails an effective reduction of the mutant carrying capacity in the new environment to \(K/\beta\). The parameter \(z\) sets a limit to the harmful effects of competition. Choosing \(z \leq 1\) prevents absolute fitness from becoming negative. For \(z = 1 - \alpha\), the absolute fitness of mutants in a fully occupied deme is the same under both environmental conditions. The effect of competition on mutants in a fully occupied deme is weaker in the new environment for \(z < 1 - \alpha\) and stronger for \(z > 1 - \alpha\). For simplicity, we refrain from explicitly modeling density dependence of the wild-type fitness. Note that this latter assumption is more a technicality: the relevant feature of the wildtype population size in the degraded environment is a decay that is still sufficiently fast at low densities. The rate of decay (the harshness of the environmental change) is controlled by the parameter \(r\); the specific mode of the decay is of minor importance. Note also that under certain scenarios, mutant fitness might indeed be density dependent, while the wild-type fitness is not. For example, it is possible that mutants are able to convert a particular resource in a manner that allows them to grow in the new environment; while all individuals use up this resource, it only affects the growth rate of mutant individuals and only in the new environment.

All model parameters and further notations used throughout the article are summarized in table 1.

### Simulations

**Algorithm**

The simulation program implements the discrete-generation life cycle, with offspring numbers in the old and the new demes determined by drawing from a binomial or a Poisson distribution, following equations (1) or (3) (plus possibly density regulation), respectively. We start the simulations with all demes fully occupied by wildtype individuals and let the population evolve for a large number of generations to generate mutation-selection-drift equilibrium before the deterioration of the habitat sets in. After all demes have deteriorated, we track the population until the wildtype has become extinct. If any mutants are present at this point, we let the simulations run until the mutant has either reached a threshold density or has become extinct. As a threshold density, we choose 90% of the total carrying capacity of the mutant if \(m > 0\) and 90% of the carrying capacity of the mutant in a single deme if \(m = 0\). The latter implies that the population is consid-

---

**Table 1: Summary of notations**

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>(D_i, K)</td>
<td>No. demes and carrying capacity of a single deme, (K_{\text{total}} = KD)</td>
</tr>
<tr>
<td>(N_{\text{total}}^{(i)}, N_{\text{w\text{,pert}}}^{(i)}, N_{\text{m\text{,pert}}}^{(i)}, N_{\text{pert}}^{(i)})</td>
<td>No. wildtype/mutant individuals, respectively, in deme (i), the unperturbed (old) and perturbed (new) part of the habitat, and in the entire metapopulation</td>
</tr>
<tr>
<td>(m)</td>
<td>Fraction of offspring that enter the migrant pool</td>
</tr>
<tr>
<td>(u)</td>
<td>Mutation probability</td>
</tr>
<tr>
<td>(\delta)</td>
<td>Interval between the deterioration of two demes</td>
</tr>
<tr>
<td>(\alpha, z_0)</td>
<td>(\alpha = 1 - z_0): relative fitness of the mutant in the old environment</td>
</tr>
<tr>
<td>(1 - r)</td>
<td>Absolute fitness of a wildtype parent in the new environment</td>
</tr>
<tr>
<td>(1 + S_i)</td>
<td>Absolute fitness of a mutant parent in deme (i) with the new environment (cf. eq. [4])</td>
</tr>
<tr>
<td>(\beta)</td>
<td>Strength of density dependence experienced by a mutant in the new environment</td>
</tr>
<tr>
<td>(1 - z)</td>
<td>Minimum absolute fitness of a mutant parent in the new environment (at low density) if (\beta &gt; 0)</td>
</tr>
<tr>
<td>(1 + s)</td>
<td>Maximum absolute fitness of a mutant parent in the new environment (at high density) if (\beta &gt; 0); absolute fitness of a mutant in deme (i) if (\beta = 0)</td>
</tr>
<tr>
<td>(s_{\text{eq}})</td>
<td>Effective strength of selection experienced by a mutant</td>
</tr>
<tr>
<td>(p_{\text{est}}^{(i)})</td>
<td>Establishment probability of a single mutant in deme (i)</td>
</tr>
</tbody>
</table>
ered as rescued even if only a single subpopulation survives. If not stated otherwise in the figure legend, simulation points represent averages over $10^7$ replicates. All computer simulations were written in the C programming language, making use of the GNU Scientific Library (Galassi et al. 2009).

**Observations**

Our most significant findings from the numerical analysis are summarized in figures 2, 3, and 4. We focus on the dependence of the rescue probability on the strength of migration $m$, the severity of change (reflected by $r$), and the speed of environmental change (modeled by $\theta$).

The dependence of the rescue probability on the migration rate is explored in figure 2A and 2B. In all cases, we observe a (local) maximum in the probability of evolutionary rescue for low, but nonzero levels of migration ($m_{\text{max}} \approx s$). In some cases, rescue increases again for strong migration. This secondary increase for large $m$ is observed if $\alpha$ (see fig. 2A) and $r$ (see fig. 2B) are not too small. The chances of rescue become very high for strong migration, if $r$ is large (cf. $r = 0.4$ in fig. 2B). All effects of strong migration are observed across a larger parameter range (i.e., even for smaller values of $\alpha$ and $r$), if the total number $D$ of demes is larger. As we will see, the maximum for intermediate migration is generated by the interplay of two antagonistic effects: on the one hand, migration leads to an increased mutational input; on the other hand, by migration, mutants end up in unperturbed demes where they suffer a disadvantage (see “Evolutionary Rescue in an Island Model without Standing Genetic Variation”). The potential increase for very large $m$ is a consequence of relaxed competition in the old environment (see “Evolutionary Rescue in a Levene Model”).

Figures 2C, 2D, and 3 summarize the dependence of the rescue probability on the severity of the environmental change, $P_{\text{rescue}}(r)$. We first compare figures 2C and 2D. As expected, the rescue probability declines with $r$ for many parameter combinations. However, we observe a counterintuitive behavior in a relevant part of the parameter space, where $P_{\text{rescue}}(r)$ exhibits a pronounced minimum. This means that a harsher environmental change (larger $r$) can increase the probability of survival in some cases. Figure 2C shows the typical behavior for weak and intermediate migration. In this case, we observe a nonmonotonic behavior for relatively high migrant fitness in the old environment and strong density dependence in the new environment (high values of both $\alpha$ and $\beta$). Further requirements are a sufficiently large value of $s$ and a large, but not too large, value of $z$ (i.e., sufficiently strong selection and density dependence in the new habitat). Figure 2D represents extensive migration. In this case, the parameter space yielding nonmonotonic behavior is much enlarged. We observe a nonmonotonic shape even for intermediate mutant fitness $\alpha$ and even in the absence of any additional density dependence in the perturbed environment ($\beta = 0$). For the parameters explored in figures 2C and 2D, standing genetic variation is required in order to observe a minimum in the rescue probability ($\alpha > 0$). However, under other parameters, $P_{\text{rescue}}(r)$ can display a nonmonotonic behavior even when $\alpha = 0$ and there is hence no standing variation, as illustrated in figure 3. This occurs if density dependence is strong ($\beta$ large), selection strong relative to migration ($s$ large, with larger values of $m$ requiring larger values of $s$), and the speed of deterioration slow ($\theta$ large). As we will explain in the analysis section, the advantage of a faster decay (higher $r$) comes about because of weakened competition either on the islands with the new environment (see “Evolutionary Rescue in Panmictic Populations with $D = 1$ and Scenarios Where Habitat Structure Is Inmaterial”) or on the islands with the old environment (see section “Evolutionary Rescue in a Levene Model”). While a harsher change reduces the number of rescue mutations that appear by mutation, it increases the establishment probability of each single mutant due to these effects.

Figure 4 focuses on the influence of the speed of environmental change modeled by $\theta$. In figure 4A, we see that the probability of evolutionary rescue can either increase or decrease as a function of $\theta$; that is, a slowly progressing change can be better or worse for the population than an instantaneous degradation of the whole habitat. Figure 4A demonstrates how this depends on the strength of density dependence $\beta$. Figure 4B shows the probability of evolutionary rescue as a function of $m$ for various values of $\theta$. The strength of density dependence $\beta$ is fixed to the value for which in figure 4A, a rapid change was favored over a slow one. We observe that for weak and intermediate migration, the survival probability significantly increases as $\theta$ gets larger (slower change), while in line with figure 4A, it decreases with increasing $\theta$ for strong migration. Overall, we find that a rapid change facilitates rescue if $m$, $\alpha$, $z$, $s$, and $r$ are large and $\beta$ not too small. The reason for this behavior is similar to that indicated above when considering the harshness of change (faster degradation can relax competition, see section “Evolutionary Rescue in a Levene Model”), but the parameter range yielding the counterintuitive behavior is much more restricted. For strong density dependence and migration, the fitness of mutants gets strongly suppressed in the new environment due to competition with the immigrating wildtype individuals even for large $r$. If standing genetic variation is large and de novo mutations rare (large $\alpha$, large $r$, small $\mu$), the probability of rescue is therefore larger for an instantaneous degradation of the entire habitat without temporal refugia.

In the following, we will explain within three analytically
tractable submodels how these patterns arise. In a first step, we will consider a class of models in which habitat structure is absent or immaterial ($D = 1$ or $m = 0$ or $\vartheta = 0$). The second submodel is a generalization of the Levene (1953) model ($m = 1$). Last, we will analyze an island model with $\alpha = \beta = 0$, that is, where the mutation is lethal in the original environment and mutant fitness in the perturbed environment is density independent.

Figure 2: A, B, Probability of evolutionary rescue as a function of $m$. Filled and open symbols indicate the absence or presence of density dependence (beyond the hard carrying capacity $K$). A, Squares and circles distinguish scenarios with and without standing genetic variation. In all cases, we observe a local maximum for intermediate migration. In some cases, the rescue probability increases again for strong migration. C, D, Probability of evolutionary rescue as a function of $r$. Filled symbols correspond to scenarios with no explicit density dependence ($\beta = 0$), while open symbols denote strong density dependence ($\beta = 10$). Squares represent scenarios where the mutation is lethal under the original conditions ($\alpha = 0$), and circles denote scenarios with standing genetic variation ($\alpha > 0$). The plots show that a harsher change (larger $r$) is sometimes better for the survival of the population than a milder one. Each simulation point is the average over 100 replicates. (Parameters: $D = 8$, $z = 0.2$, $s = 0.02$, $K = 2,500$, $\vartheta = 250$, and $u = 0.5 \cdot 10^{-4} = 1/K_{\text{total}}$)

Analysis

General Approach

The probability of evolutionary rescue is determined by the rate of successful mutants, that is, the rate of mutants that not only arise but also establish in the population. In a panmictic population, this rate is proportional to the number of wildtype individuals, which determines—to-
mediate values of $r_P$ function hence given by $N_u$ by a Poisson distribution with mean binomial distribution in equation (1) can be approximated in that generation is given by the respective terms in equation (2). For a given deme, both the mutational input and the establishment probability vary across demes. In a gradually deteriorating environment, we are inherently far from equilibrium, and both factors are time dependent.

In our model, the number of new mutations that arise in generation $t$ and survive selection and density regulation in that generation is given by the respective terms in equations (1) and (3). As long as the rescue allele is rare, the binomial distribution in equation (1) can be approximated by a Poisson distribution with mean $uaK$. Consequently, the number of successful mutants that is generated in deme $i$ in generation $t$ follows a Poisson distribution with mean $uaKp_{\text{est}}(t+1)$ if the deme has not yet deteriorated and $u(1+S(t))N_{\text{w}}^{(t)}(t)p_{\text{est}}^{(t+1)}$ in the deteriorated environments, respectively. The term $p_{\text{est}}^{(t)}(t)$ is the establishment probability of a mutant in deme $i$ in generation $t$ at the start of the life cycle (i.e., before reproduction), and $N_{\text{w}}^{(t)}(t)$ is defined as in equation (2). For a given demographic history, the probability of evolutionary rescue is hence given by

$$P_{\text{rescue}} \approx 1 - \exp \left\{ -\sum_{i=1}^{D} \sum_{r=0}^{\delta-1} u a K p_{\text{est}}^{(i)}(t+1) \right\}$$

$$\quad + \sum_{r=(i-1)\delta}^{(i-1)\delta-1} u(1+S(t))N_{\text{w}}^{(t)}(t)p_{\text{est}}^{(t+1)}(t+1),$$

(5)

where the exponential is the probability that no successful mutant is generated in any deme in any generation. The sum $\sum_{i=1}^{D} \sum_{r=0}^{\delta-1} u a K p_{\text{est}}^{(i)}(t+1)$ captures the contribution of standing genetic variation (defined as mutations arising before a deme degrades), and the sum $\sum_{i=1}^{D} \sum_{r=(i-1)\delta}^{(i-1)\delta-1} u(1+S(t))N_{\text{w}}^{(t)}(t)p_{\text{est}}^{(t+1)}(t+1)$ captures the contribution of de novo mutations (subsequent to environmental degradation).

Throughout the article, we model the dynamics of the wildtype population size deterministically; that is, we neglect demographic stochasticity (see Martin et al. 2013 for a study that includes demographic stochasticity). The establishment phase of new mutants, however, is characterized by strong stochasticity and thus requires a probabilistic treatment. Following a long tradition in population genetics, we calculate establishment probabilities via time-inhomogeneous branching processes (Kendall 1948; Allen 2011; Uecker and Hermisson 2011). This approach is based on the following reasoning: as long as the mutation is rare in the population, mutant offspring suffer (nearly) independent fates, and their early spread is therefore well described by a branching process. In a structured population, we must a priori distinguish several types of individuals according to deme and consequently describe the dynamics of the wildtype by a set of coupled difference equations. For zero migration, this initially surprising result essentially follows because in both the unstructured and Pannictic Populations with $D = 1$ and Scenarios Where Habitat Structure Is Immaterial

We first focus on scenarios where habitat structure is either absent ($D = 1$) or proves to be immaterial, that is, does not affect the probability of evolutionary rescue. We find that habitat fragmentation is irrelevant if individuals do not migrate ($m = 0$); rescue is defined as survival of at least one subpopulation) or if the environment changes simultaneously on all islands ($\delta = 0$). In both cases, the probability of rescue is the same as in an unstructured population of size $K_{\text{total}} = KD$ irrespective of the number $D$ of demes. For zero migration, this initially surprising result essentially follows because in both the unstructured

---

**Figure 3:** Probability of evolutionary rescue as a function of $r$. The function $P_{\text{rescue}}(r)$ can attain a minimum and a maximum for intermediate values of $r$. Each simulation point is the average over $10^6$ replicates. (Parameters: $D = 2$, $z = 0.2$, $s = 0.02$, $m = 0.01$, $K = 10,000$, $\delta = 5,000$, and $u = 0.5 \cdot 10^{-4} = 1/K_{\text{total}}$)
and the island model, the local population size declines at rate $r$ after the local environmental shift, regardless of when this shift occurs. If the environment changes at the same time in the whole habitat ($\theta = 0$), the wildtype population size decays simultaneously in all demes with the same rate $r$ as in the one-deme case, regardless of the migration rate. Hence, migration of mutants has no effect on their establishment probability, even if mutant fitness is density dependent. A formal proof of why the cases $D = 1$, $m = 0$, and $\theta = 0$ coincide as well as details on the analysis are given in appendix B. For simplicity, we stick to $D = 1$ in the following. In that case, we naturally deal with only one type of wildtype and one type of mutant individual.

For density-independent fitness ($\beta = 0$), we are able to derive simple analytical approximations for the rescue probability (see app. B). For $s$ and $z_0$ small, we obtain

$$P_{\text{rescue}}^{\text{ev}} \approx 1 - \exp \left[ -2uK \ln \left( \frac{s + z_0}{s_0} \right) - \frac{1 - s_0}{s_0} \right],$$

$$P_{\text{rescue}}^{\text{dm}} \approx 1 - \exp \left[ -uK \frac{z_s}{r} \right],$$

where $P_{\text{rescue}}^{\text{ev}}$ and $P_{\text{rescue}}^{\text{dm}}$ denote the probability of evolutionary rescue by mutations from standing genetic variation and de novo mutations, respectively. These formulas agree with the results by Orr and Unckless (2008), who provide a detailed discussion of evolutionary rescue in unstructured populations when fitness is density independent. (Note that the absolute fitness of a mutant in the new environment is $1 + s$ in our model, while it is $1 + s_0 - r$ in Orr and Unckless (2008); the parameter $z_0$ corresponds to $s_0$ in Orr and Unckless 2008.) In this case, the decay rate $r$ of the wildtype population size enters the result solely via the mutational input. As the latter is larger for smaller values of $r$, the probability of evolutionary rescue monotonically decreases as $r$ increases. The probability of evolutionary rescue from standing genetic variation is unaffected by the severity of change as long as mutant fitness is density independent below the hard carrying capacity $K$. In contrast, if fitness is density dependent ($\beta \neq 0$), the establishment probability of mutations from both standing genetic variation and de novo mutation depends on how fast the wildtype population size decays, and more complex behavior may arise.

Figure 5 shows the probability of evolutionary rescue as a function of $r$ for various combinations of $\beta$ (affecting the strength of density dependence) and $\alpha$ (affecting the amount of standing genetic variation). If either $\alpha$ or $\beta$ (or both) are small, the rescue probability decreases as a function of $r$ (apart from barely visible nonmonotonic behavior; see app. B for details). However, when both parameters are large, we observe a pronounced minimum in the probability of evolutionary rescue. How can we understand this behavior? Both de novo mutations and mutations from standing genetic variation contribute to evolutionary rescue, and it is helpful to consider both contributions.
Figure 5: Evolutionary rescue in an unstructured population \((D = 1)\). Dashed curves give the probability of rescue from de novo mutations (i.e., those occurring after the environmental change), while dotted curves give the probability of rescue from standing genetic variation. Depending on the amount of standing genetic variation \((\alpha)\) and the strength of density dependence \((\beta)\), the probability of evolutionary rescue decreases with \(r\) or shows a pronounced minimum for intermediate values of \(r\). The parameter values are \(z = 0.2\), \(s = 0.1\), \(K = 20,000\), and \(\nu = 0.5 \cdot 10^{-4} = 1/K\). The theoretical curves are based on equation (B3), available online, where the establishment probability has been calculated via equation (A7), available online. Circles denote simulation results.

Separately. The mutational input \((\sim u N_e)\) during population decline decreases as a function of \(r\), while the establishment probability \(p_{est}\) increases because of weakened competition. The probability of evolutionary rescue by de novo mutations depends on both factors; its overall trend is governed by the declining mutational input. By contrast, the probability of evolutionary rescue from standing genetic variation increases with \(r\) because mutant fitness is density dependent. The two contributions to population survival—rescue by de novo mutations and rescue by mutations from standing genetic variation—thus exhibit opposite behavior as a function of \(r\). When \(\beta\) is large, the population size has to be greatly reduced for the mutant growth parameter to become positive. In that case, the wildtype population size is already low, by the time that the establishment probability of de novo mutations becomes significant. Rescue by a de novo mutation is therefore only likely if \(r\) is very small, such that the number of mutants generated before extinction of the wildtype is nevertheless high. Consequently, \(P_{rescue}^{\text{nm}}\) decays rapidly as a function of \(r\). At the same time, mutations from standing genetic variation can only contribute to rescue if the wildtype individuals are rapidly eliminated such that the mutants can survive up to the time when their fitness finally exceeds 1. This contribution is substantial if the amount of standing genetic variation is high (large \(\alpha\)). This implies that if \(\beta\) and \(\alpha\) are both large, the contribution from de novo mutations is high for small \(r\) and the contribution from standing genetic variation is high for large \(r\), while for intermediate \(r\) none of the two contributions is particularly strong, leading to a minimum in the total probability of evolutionary rescue. To illustrate this point, we included the probability of evolutionary rescue from
standing genetic variation and by de novo mutations individually in figure 5.

A pronounced minimum is generated if (1) density dependence is strong (sufficiently large β and z in our model) and (2) the rescue probability from standing genetic variation is high for large r. The latter condition requires large values of α and s. Furthermore, z must not be too large (in particular, z ≠ 1), in order for mutants from the standing genetic variation to survive the first few generations after the environmental change, while the population is still large.

We point out that for extreme parameter values, a third pattern is possible: due to the antagonistic effects of selection, mutants in these demes will be able to grow if and only if the density is sufficiently low, which is the case for large r. As a consequence of wildtype immigration from unperturbed to perturbed demes, the requirements on α are strongly relaxed, and we find a nonmonotonic behavior even in parameter regions with α = 0 (cf. fig. 3).

#### Evolutionary Rescue in a Levene Model

As a next step, we investigate the influence of gradually changing heterogeneous selection with “good” and “bad” islands, but without population structure (i.e., m = 1). This leads to a variant of the Levene (1953) model with environmental deterioration. To begin with, we confine the treatment to density-independent selection (β = 0).

Since all offspring enter the migrant pool, all wildtypes are equivalent, regardless of source population, and the same holds for mutants. Thus, there is again only one kind of each allelic type, enabling analytical treatment. The crucial quantity for the understanding of the functional behavior of $P_{\text{rescue}}$, is the effective growth parameter of a mutant (which enters the establishment probability). To derive the growth parameter, consider first a single old patch. The genetic composition of the next generation is determined by binomial sampling of K individuals, and the number of mutants follows a binomial distribution with parameter

$$\frac{\alpha N_m^{(\text{total})}(t)/D}{\alpha N_m^{(\text{total})}(t)/D + N_w^{(\text{total})}(t)/D} = \frac{\alpha N_m^{(\text{total})}(t)}{\alpha N_m^{(\text{total})}(t) + N_w^{(\text{total})}(t)} \tag{8}$$

where $N_m^{(\text{total})}(t)$ and $N_w^{(\text{total})}(t)$ are the number of mutants and residents in the whole metapopulation. As long as mutants are rare relative to the number of wildtypes, the binomial distribution can be approximated by a Poisson distribution with parameter $\alpha(N_m^{(\text{total})}/N_w^{(\text{total})})K$. Since the offspring get distributed with equal probability over the demes, we can also (artificially) assign $N_m^{(\text{total})}/D$ mutant parents to each deme. For each mutant individual associated with a particular unperturbed deme, we thus obtain a Poisson distributed number of offspring with parameter $\alpha KD/N_w^{(\text{total})}$.

As $N_w^{(\text{total})}(t)/D$ will be smaller than $K$ once the environmental deterioration has started, $\alpha KD/N_w^{(\text{total})}(t)$ will be larger than $\alpha$. The reason is relaxed competition with the wildtype in this predisturbance patch: as the wildtype pop-

![Figure 6: Effective mutant growth rate $s_m$ and establishment probability as a function of time for two values of $r$. Both quantities exceed their value for constant fitness $s$ (far right) if $r$ is large. The curves for $s_m$ and $p_{est}(t)$ follow equations (11) and (A7), available online. Parameter values: $s = 0.02$, $\beta = 0$, $\alpha = 0.85$, $D = 8$, $D\theta = 2,000$, $K_{\text{total}} = 20,000$, and $u = 0.5 \cdot 10^{-7} = 1/K_{\text{mut}}$.](image)
ulation size drops, fewer wildtypes contribute to the migrant pool and consequently to the local offspring pool. We now average the growth parameter of the mutant over all patches, weighting good and bad demes according to their respective numbers. For a period with \( d \) deteriorated demes, we obtain

\[
s_{\text{d}}(t) = \frac{d}{D} (1 + s) + \frac{D - d}{D} \frac{KD}{N_w^{(\text{d})}(t)} - 1. \tag{10}
\]

In appendix C, we derive an approximation for the growth parameter of the mutant if \( \theta \) is large enough that \( N_w^{(\text{d})}(t) \) can be replaced by its stationary value, yielding

\[
s_{\text{d}}(t) \approx \begin{cases} 
\frac{\alpha - 1}{\alpha - 1 + \frac{1 - s + \alpha r}{D} d} & \text{for } t < 0, \\
\frac{\alpha - 1}{(D - 1)\theta} & \text{for } t \in [(d - 1)\theta, d\theta], \quad d \in \{1, \ldots, D - 1\}, \\
\frac{\alpha - 1}{D} \frac{1}{1 + \frac{1}{r}(D - 1)} & \text{for } t \geq (D - 1)\theta.
\end{cases} \tag{11}
\]

Thus, the growth parameter increases with the number of perturbed demes up to time \((D - 1)\theta\). It might even exceed the growth parameter \( s \) in the new environment, if

\[
s_{D-1} = \frac{\alpha - 1}{\alpha - 1 + \frac{1 - s + \alpha r}{D} (D - 1)} > s
\]

\[
\Leftrightarrow \alpha > \frac{1 + s}{1 + r(D - 1)}, \tag{12}
\]

where \( s_{D-1} \) approximates the growth parameter in the period with \( D - 1 \) deteriorated demes, following equation (11).

For "infinitely" many islands, in particular, this condition is always met except for \( \alpha = 0 \): the strength of effective selection goes up to \( s + \alpha r \) before it drops to \( s \) after the last deme has deteriorated. The temporal development of the growth parameter for small and large \( r \) is depicted in figure 6A. Figure 6B shows the corresponding establishment probabilities. For large values of \( r \), the effect can be quite strong. Ultimately, this is again a consequence of density-dependent fitness: density regulation in the old patches renders the absolute fitness of mutants density dependent, even if the relative fitness \( \alpha \) is constant. When the wildtype population size decreases, competition is relaxed and the absolute fitness of mutants is increased. For the successful establishment of a mutation, absolute offspring numbers and thus the density-dependent absolute fitness matters. These considerations show that again a low fitness of the wildtype in the perturbed habitat has both a positive effect—the establishment probability increases with \( r \), and a negative effect—the mutational input decreases. The positive effect gets stronger for larger values of \( \alpha \) and \( D \).

Figure 7 shows the probability of evolutionary rescue as a function of \( \alpha \) and \( r \), respectively. As can be seen from all three panels, \( P_{\text{rescue}} \) significantly increases with \( \alpha \); the increase is particularly strong for large \( D \) (fig. 7A) and \( r \) (fig. 7B and 7C). Note that \( \alpha = 0 \) implies that evolutionary rescue entirely relies de novo mutations. We also see that due to the antagonistic effects of a fast decay of the wildtype population size, the probability of evolutionary rescue can have a pronounced minimum as a function of \( r \) (see fig. 7B and 7C). If \( \alpha \) is small, the effect of relaxed competition is weak. In this case, the survival probability decreases as \( r \) increases because the total mutational input

---

**Figure 7**: Evolutionary rescue in a Levene model. The probability of evolutionary rescue significantly increases with the fitness \( \alpha \) of mutants in the unperturbed environment (A). For sufficiently large values of \( \alpha \), it has a minimum for intermediate values of \( r \) (B, C). If not specified otherwise, the parameter values are \( s = 0.02, \beta = 0, D = 2, K_{\text{total}} = 20,000, \nu = 0.5 \cdot 10^{-1} = 1/K_{\text{total}} \) and \( \theta = 1,000 \); furthermore, \( r = 0.1 \) for A. The theoretical approximation for infinitely many islands is compared to simulations with \( D = 100 \). The theoretical curves are based on equation (C5), available online, (finite number of demes) and online equation (E12) (infinite number of demes). Circles denote simulation results.
(and in particular the mutational input after the last deme has deteriorated) diminishes with increasing $r$ (solid curve in fig. 7C).

We now include density-dependent mutant fitness into the analysis and consider the limits $θ \to 0$ and $θ \to \infty$. As discussed in the previous section, the case $θ = 0$ compares to a scenario with no habitat structure. If $θ$ is very large, it is sufficient to focus on times after all demes but one have turned bad: two scenarios can be distinguished. In the first one, the mutant fitness in $|(D - 2)θ, (D - 1)θ|$ is larger than 1. In that case, as mutations arise recurrently, the mutant type will certainly establish during this last period. In the second one, the mutant fitness is smaller than 1. Then, mutations that were generated before time $(D - 2)θ$ (i.e., before the second last deme deteriorated) will not survive up to time $(D - 1)θ$, and we can safely ignore them. We can thus restrict our attention to a single environmental switch at time $(D - 1)θ$. As $m = 1$, all wildtype and all mutant individuals are equivalent with respect to selection. Therefore, the situation is once again formally equivalent to the one of an unstructured population subject to a single environmental shift (see app. C for details). For $θ = 0$, the effective growth parameter of a mutant in the time interval $|(D - 2)θ, (D - 1)θ|$ is given by equation (11). The generalization to density-dependent mutant fitness is straightforward: we simply replace $s$ with $S(t)$ and approximate $S(t)$ by its stationary value $\overline{S}$ (see eq. [C6], available online):

$$s_{D-1} = \alpha - 1 + \frac{1 - \alpha + \overline{S} + \alpha r}{D}(D - 1). \quad (13)$$

As discussed above, if $s_{D-1}$ is larger than 0 and $θ$ is large, the mutant type will certainly establish before the last environmental shift. If $s_{D-1}$ is smaller than 0, a mutation-selection equilibrium will evolve. With increasing $θ$, the total probability of evolutionary rescue hence converges to a limit value. The speed of convergence is set by the time to approach equilibrium.

Figure 8 compares an instantaneous shift in all demes ($θ = 0$) to a very slowly progressing change ($θ = \infty$). While for the parameter values chosen for figure 8A, a slower change is better, we see in figure 8B that the rescue probability can be higher for a very fast change than for a very slow one. How can we explain this? We give an illustrative numerical example for the case of two demes: with $r = 0.5$, we find a total equilibrium wildtype population size of $4K/3$ before the last deme turns bad at time $θ$. For $β = 2$, we obtain $\overline{S} = -0.137$, and if we choose $α = 0.99$, $s_{D-1} = 0.174 > 0$, that is, mutants have a good chance to establish. In contrast, for $β = 4$, we obtain $\overline{S} = -z = -0.685$ and with $α = 0.99$, $s_{D-1} = -0.1$. This means that selection against the mutation is even stronger in the period $[0, θ]$ than before time 0 because of the strong density dependence of growth in the new environment. Additionally, the number of wildtype individuals and thus the mutational input is lower. Consequently fewer mutants are present in the population at time $θ$ than at time 0, which leads to a lower probability of evolutionary rescue for a very slowly progressing change as compared to an instantaneous degradation of the whole habitat. We note that for density-independent mutant fitness $β = 0$, $P_{\text{rescue}}(θ = 0)$ is never larger than $P_{\text{rescue}}(θ \to \infty)$; for $α = β = 0$ and $s$ small, $P_{\text{rescue}}(θ = 0) \approx P_{\text{rescue}}(θ \to \infty)$ (see app. C for a derivation).

Figure 8: Evolutionary rescue in a Levene model. Comparing A and B, we see that the survival probability of the population can be higher or lower for an instantaneous degradation of the whole habitat ($θ = 0$) than for a very slowly progressing change ($θ = \infty$). The parameter values are $s = 0.411$, $z = 0.685$, $r = 0.5$, $D = 2$, $K_{\text{total}} = 20,000$, and $u = 0.5 \times 10^{-5} = 0.1/K_{\text{total}}$. The theoretical curves are based on equation (B3), available online (with online eq. [C8], for $θ = \infty$). For the simulations, we chose $θ = 5,000$ to represent $\infty$. Circles denote simulation results.

Note that the strength of $s_{D-1}$ increases with $r$ whenever either $α$ or $β$ is larger than 0. In that case, a harsher change leads to a higher establishment probability for the rescue mutant. Consequently, if $β > 0$, we may observe a non-monotonic behavior of $P_{\text{rescue}}$ even if the rescue mutation is lethal ($α = 0$) under the old environmental conditions.
Evolutionary Rescue in an Island Model without Standing Genetic Variation

We now turn to an island model with arbitrary migration in order to include population structure. We assume that there is no standing genetic variation in the population for the locus in question ($\alpha = 0$); that is, the mutation is lethal in the old environment. We also restrict our investigation to density-independent selection ($\beta = 0$).

The analysis is based on the following reasoning: due to the particular migration pattern of the island model, we can merge all patches in the old environment into one habitat and all patches with the new environment into a second one. The number of wildtypes in the old part of the habitat is given by its current carrying capacity; the number of wildtypes in the new part is governed by a single difference equation (eq. [A1]). As the mutation is lethal in the old environment ($\alpha = 0$), we effectively deal with one type of mutant individuals only. As in the Levene model, it is helpful to consider the effective growth parameter of a mutant. A mutation that arises in the new environment either stays there with a probability proportional to the size of the new habitat or migrates to the old environment with a probability proportional to the size of the latter. As it cannot survive in the old habitat, its growth parameter is hence reduced by migration out of the new environment. Since the old habitat shrinks and the new habitat grows, the effective growth parameter of the mutant increases in time. This implies that again, the early spread of the mutation can be described as a time-inhomogeneous branching process with a growth parameter that gradually increases until the environmental conditions have changed on all islands. Following this reasoning, the effective growth parameter is given by

$$s_{\text{eff}}(t) = \begin{cases} 
(1 + s) \left(1 - \frac{D - d}{D} m\right) - 1 & \text{for } t \in [(d - 1)\theta, d\theta], \ d \in \{1, \ldots, D - 1\}, \\
\frac{s}{s} & \text{for } t \geq (D - 1)\theta.
\end{cases}$$

(14)

Migration thus reduces the effective growth parameter of mutants and along with it their establishment probability. At the same time, a large migration probability keeps the wildtype population size in the new environment high, which means that there is a large supply of new mutants that might possibly establish. Migration therefore has two antagonistic effects. As a result, the probability of evolutionary rescue has an intermediate maximum as a function of $m$ (figs. 9A, 10): for small $m$, the positive effect of migration dominates and $P_{\text{rescue}}$ increases with $m$. As $m$ gets larger, the negative effect gets stronger and finally prevails such that the probability of evolutionary rescue decreases. For details on the analysis, we point to appendix D.

Figure 9B–9D illustrates the dynamics for small, intermediate, and large values of $m$ in more detail. For the sake of simplicity, we stick to a two-deme model. Figure 9B shows the total number of residents $N_r^{(m\omega)}$ that live in the
the characteristic behavior of $P_{\text{rescue}}(m)$: for small $s$, we can approximate the establishment probability of new mutants in $[0, \theta]$ by

$$p_{\text{est}} \approx \max \left( 2s_{\text{est}}(t), 0 \right) = \max \left( 2\left( s - \frac{m}{2} \right), 0 \right).$$

We furthermore approximate the mutational input during this period via the equilibrium wildtype population size in the deteriorated part of the habitat (cf. eq. [D4], available online):

$$N_{\text{new}}^m = \frac{Km(1-r)}{m(1-r) + 2r} \approx \frac{Km}{2r},$$

where the approximation is valid for $r \gg m$. This neglects the phases where the wildtype population size decays to its equilibrium or to 0, respectively, after the first and second deme deteriorates (the “peaks” in fig. 9D). We estimate this contribution by its value for $m = 0$ (cf. eq. [7]) and obtain for the probability of evolutionary rescue

$$P_{\text{rescue}} \approx 1 - \exp \left[ -2u\theta \max \left( s - \frac{m}{2}, 0 \right) \right] \times \frac{Km(1-r)}{2r} \approx 2uK \frac{2s}{r}.$$

This simple approximation is remarkably accurate for small $m$ and $s$ (see fig. D1, available online). From its functional form, we see that the speed of deterioration set by $\theta$ has a strong effect on $P_{\text{rescue}}$ if and only if $m$ is in an intermediate range, such that both $N_{\text{new}}^m$ and $p_{\text{est}}$ are non-negligible. We also see that the maximum in $P_{\text{rescue}}(m)$ is

![Figure 10: Probability of evolutionary rescue in an island model without standing genetic variation (mutant allele is lethal in the old environment). One observes a maximum for small values of $m$. If not specified otherwise in the figure legend the parameter values are $s = 0.02, \beta = 0, r = 0.1, D_0 = 2,000, K_{\text{out}} = 20,000$, and $u = 0.5 \cdot 10^{-7} = 1/k_{\text{out}}$. The analytical approximation for infinitely many islands is compared to simulations with $D = 40$. The theoretical curves are based on online equations (D2) (finite number of demes) and (E15) (infinitely many demes). Circles denote simulation results.](image-url)
located at \( m = s \). These results generalize to \( D > 2 \) (see app. D).

We close with some observations on how various parameters shape \( P_{\text{rescue}} \). First, we observe that the number of demes \( D \) only has a moderate influence on population survival for \( D \geq 2 \) (fig. 10A). Further, the peak for intermediate \( m \) gets broader as \( s \) increases (fig. 10B): the negative effect of migration sets in later for larger \( s \). Last, as already discussed above, the value of \( \theta \) has a strong influence on the probability of evolutionary rescue unless migration is extremely weak or quite strong (fig. 10C).

**Discussion**

Severe environmental change can drive a population extinct unless it is able to rapidly adapt to the new conditions. Environmental change is ubiquitous and greatly enhanced by human interference. A profound understanding of how such change affects biodiversity might help to develop successful conservation strategies. On the other hand, awareness of the factors that promote rapid evolution is essential whenever we seek to inhibit it, such as in treatment plans to avoid the evolution of drug resistance. In scenarios of population extinction or evolutionary rescue, evolution and ecology are necessarily intertwined. For a thorough assessment of risks and chances, it is therefore indispensable to be mindful of both evolution and ecology.

Many ecological alterations will affect the whole habitat at once but propagate gradually across the species range. In that case, parts of the population still experience the old environment, to which it is well adapted, while others already face the new unfavorable conditions. The system corresponds to a source-sink-system with a shrinking—finally disappearing—source and a growing sink. Despite the obvious importance of population structure and gradual habitat deterioration for the probability of population survival, these aspects have not been considered in ecologically explicit models on evolutionary rescue so far. In this article, we provide a baseline model of evolutionary rescue in structured populations and investigate the implications for the probability of evolutionary rescue. In addition, we allow for density-dependent mutant fitness in the new environment. On the other hand, we restrict ourselves to the most basic genetic model of one locus with two alleles. Because of its simplicity, this basic genetic model can provide insight into the fundamental mechanisms underlying evolutionary rescue in ecologically complex scenarios. In some situations, a simple genetic basis may be appropriate. For example, mutation at a single locus can be sufficient to confer insecticide or drug resistance (Milani 1963; McKenzie et al. 1980; Daborn et al. 2002; Gerstein et al. 2012). Analysis of the model reveals several nonmonotonic relationships and unexpected patterns. In this context, three quantities—the speed of change, the severity of change, and the migration probability—are of particular interest.

**The Speed of Change**

How does the speed at which the deterioration proceeds across the species range influence the probability of evolutionary rescue? If \( m = 0 \), the survival probability of the population is independent of the speed of change, as the subpopulations in the single demes suffer independent fates. For small migration rates, the probability of evolutionary rescue is drastically increased for a slow compared to a rapid change. This is because for sufficiently weak migration, wildtype individuals are rare in the altered habitats, competition is weak, and mutations have a non-negligible establishment probability, and the slower the change, the more mutants are generated over time. For strong migration, a more complicated picture arises: while a slower change is still often favorable, a slow deterioration of the habitat can sometimes hamper adaptation of the population if mutant fitness is strongly density dependent. We can understand this unexpected behavior as follows. For a slow change, the population encounters extended periods of environmental stasis before the last demes deteriorate. If migration is strong, the number of wildtype individuals in the perturbed demes remains relatively high during this time. As a consequence, mutant fitness, if density dependent, can be lower than it had been before the environment started deteriorating. Furthermore, the total wildtype population size and hence the number of new mutants per generation is lower than it was before time zero. The total number of mutants that are maintained in the balance of mutation, selection, and migration can therefore even be reduced relative to the number of mutants in the standing genetic variation before the environmental deterioration sets in. As a consequence, long periods of environmental stasis can lead to a reduced probability of evolutionary rescue. For density-independent mutant fitness, however, our results show that a slow change is always at least as good as a fast change (cf. app. C).

**The Severity of Change**

The probability of successful adaptation is usually expected to decrease with increasing maladaptation of the resident population (cf. Holt and Gomulkiewicz 2004 for an overview): the slower the decay of the wildtype population size, the more time for adaptive mutations to occur. However, it is not enough that mutations arise, they also have to survive stochastic loss and establish. Due to competition, the growth rate of new mutants will often depend negatively on the population density. In that case, a fast
decay—and thus a harsh change in the environment—increases the establishment probability of mutations. As a consequence, a harsher change (larger $r$) is not necessarily worse for population survival than a milder one. Instead, our results show that the probability of evolutionary rescue can assume a minimum for intermediate levels of wildtype maladaptation. We find that this occurs if (1) density dependence in the new environment is strong and either the amount of standing genetic variation large or selection for the mutant strong relative to migration and the speed of change slow or if (2) migration is strong and the mutant reasonably fit in the old environment. The entire parameter space where an inverse dependence on the severity of environmental change is observed is generally larger than the parameter space where faster speed leads to higher rates of rescue. The advantage of a harsh change is that a fast decrease in the number of wildtype individuals relaxes competition, either in the new environment (scenario 1) and/or in the old environment (scenario 2). For panmictic populations without habitat structure, the first scenario has been described verbally by Read et al. (2011). In that case, rescue is likely for harsh environmental change because a fast decay of the wildtype population size enhances the establishment probability of mutations from standing genetic variation. In structured populations, not only mutants from standing genetic variation but also mutant descendants of immigrants from unperturbed to perturbed demes benefit from reduced competition in the new environment and experience a higher establishment probability for a more severe change. If standing genetic variation is low and rescue relies mainly on de novo mutations, the probability of evolutionary rescue may decrease again as $r$ increases further because the reduced mutational input outweighs the benefits of a high establishment probability. The first scenario is also reminiscent of studies with stable source-sink dynamics, where constant mutational input from the source and low competition in the sink can lead to high rates of adaptation (Greulich et al. 2012; Hermsen et al. 2012). In the second scenario with high migration and a reasonable amount of standing variation, the positive effect of a harsh change arises for similar reasons. Fundamentally, absolute mutant fitness—and this is what decides the fate of mutations—is density dependent as a consequence of simple population regulation in the unperturbed demes. This holds true even if the relative fitness $\alpha$ in the old environment and the fitness $1 + S_i(t)$ in the new environment are density independent. When the change is harsh, wildtype individuals get depleted in the perturbed part of the habitat every generation. Hence, migration between the old and the new part of the habitat is strongly unbalanced with increasing effect for stronger migration. As a consequence, competition in the old part of the habitat is relaxed and the absolute fitness of mutants accordingly enhanced. In this context, note that in our model, demes in the original environmental state get filled up to carrying capacity every generation; the genetic composition is determined by binomial sampling. This represents a certain overidealization and requires that offspring numbers are large enough. At least for not too large deme numbers $D$, this requirement is, however, easily fulfilled.

Awareness that intermediate environments may represent harder challenges for adaptation could be of striking importance for the design of drug treatment strategies: our results imply that a fast eradication of the pathogen might not necessarily be the best strategy to avoid drug resistance. As discussed above, in the first scenario without habitat structure, the effect is only observed if mutant fitness is strongly density dependent, which may or may not apply to a particular species. Read et al. (2011) recently discussed this idea in the context of malaria. Their arguments are based on a series of data sets showing that standing genetic variation is usually high in malaria infections and that a fast eradication of the drug sensitive pathogen allows rare resistant types to quickly amplify. This discussion of experimental evidence lends empirical support to our theory, which in turn quantifies the effect. Similarly, a recent study by Peña-Miller et al. (2013) combining deterministic mathematical models and experimental evolution in *E. coli* shows that competitive release due to a harsh treatment with a mixture of two drugs promotes the rapid emergence of drug-resistant strains.

### The Migration Probability

The dependence of the rescue probability on migration is shaped by four effects: first, migration is advantageous because the old part of the habitat acts as a source for wildtype individuals that might possible mutate. Second, mutants migrate to the old habitat where they have a disadvantage with respect to the wildtype. Migration thus reduces the effective growth rate of mutants. With increasing migration, this effect outweighs the first one such that the rescue probability has a local maximum for intermediate migration. Third, when migration gets very strong, the effect of relaxed competition in the old demes sets in and the rescue probability can become again high. This latter effect only happens when the relative mutant fitness $\alpha$ in the old habitat, the mutant fitness $1 + S_i(t)$ in the new habitat, and the decay rate $r$ of the wildtype population size in the new habitat are sufficiently large (the parameter range increases with increasing $D$). Finally, if mutant fitness in the perturbed demes is density dependent, migration leads to a reduced fitness of mutants in these demes. This counteracts the effect of relaxed competition in the old part of the habitat and can entail a very low probability of evolutionary rescue for strong migra-
Evolutionary Rescue in Structured Populations

Limitations and Extensions of Our Model

Our analysis has several important limitations. First, our population follows the migration scheme of an island model. In particular, this implies that dispersal is global. In order to arrive at a comprehensive picture of evolutionary rescue in structured populations, local dispersal and isolation by distance should be included into the model as a next step. Experimentally, a comparison of the impact of local versus global dispersal for weak migration has been highlighted by Bell and Gonzalez (2011), showing that the rate of environmental deterioration influences how the dispersal mode affects rescue. In this context, not only a model with discrete patches, but also a model in continuous space is of interest. In experimental evolution, serial transfer of individuals with small inoculum sizes represent regular catastrophes, which would need to be included in the model for a quantitative comparison of experimental data and theory (see Martin et al. 2013). Although in some cases evolutionary rescue relies on single mutations, the simple genetic basis of adaptation is a major restriction of our study. Often, adaptation is more complex, and mutations at several loci are required to restore fitness above one. Types with only some of these mutations might potentially even perform worse (or at least not better) than the wildtype. Adaptation then includes stochastic tunneling: an inferior (or neutral) genotype is generated and has to produce a fitter mutant before it becomes extinct (Iwasa et al. 2004b; Weissman et al. 2009; Lynch and Abegg 2010; Martin et al. 2013). For panmictic populations, evolutionary rescue requiring stochastic tunneling has been considered by Iwasa et al. (2003) and Iwasa et al. (2004a) with a focus on biomedical applications (evolution of drug resistance, escape of tumor cells from chemotherapy, etc.). Last, many loci might contribute to adaptation. In that case, a quantitative genetics approach suggests itself, but also models with an explicit genetic basis of the trait would be valuable (cf. Boulding and Hay 2001 and Schiffs et al. 2013).

In conclusion, our results confirm the importance of ecological factors, specifically habitat structure and density-dependent fitness for the probability of evolutionary rescue. They provide insight into how various mechanisms...
intertwine to decide the race between population decline and adaptive evolution. As we have seen, this interplay of mechanisms can lead to surprising patterns in the probability of evolutionary rescue, with rapid changes in the environment (small $\theta$) sometimes being easier for evolutionary rescue and sometimes harder and with rescue showing nonmonotonic relationships with both migration probability ($m$) and the severity of the environmental perturbation ($r$).
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General Notes on the Analysis

The Wildtype Population Size

We model the dynamics of the wildtype population size deterministically and assume that mutants are rare enough to be ignored. For the submodels considered in this article, it is not necessary to determine the number of wildtype individuals in each single deme. It is sufficient to determine the total number of wildtypes in the unperturbed (or “old”) and the total number of wildtypes in the deteriorated (or “new”) part of the habitat. Let \( N_{\text{new}}(t) \) be the total number of wildtype individuals that live in the new habitat at time \( t \) before migration and selection. Using equation (3) and ignoring the effects of mutation, for \( t > 1 \),

\[
E[N_{\text{new}}(t + 1) | N_{\text{new}}(t)] = (1 - r) \left( 1 - m + \frac{d}{D} m \right) N_{\text{new}}(t) + \frac{d}{D} (1 - r)(D - d)K + K\delta((t + 1) \mod \theta), \tag{A1}
\]

where \( d \) is the number of demes in the new environmental state at time \( t \) and \( \delta(0) = 1 \) and \( \delta(x) = 0 \) otherwise. The function \( \delta \) takes into account that every \( \theta \) generations a new island turns bad, bringing with it approximately \( K \) new wildtype individuals. As demes in the old environmental state get filled up to carrying capacity every generation, the number of wildtypes in the old part of the habitat is

\[
N_{\text{old}}(t) = K(D - d).
\]

Establishment Probabilities

As explained in the main text, we restrict our analytical results to scenarios where we deal with only one type of mutant individual. Across the entire life cycle (except for density regulation), each mutant produces a Poisson distributed number of offspring with mean \( 1 + s_{\text{eff}}(t) \), where the effective growth parameter \( s_{\text{eff}}(t) \) depends on the specific scenario. To make use of analytical theory, we approximate the discrete-time branching process by a continuous-time branching process. As selection can be strong in scenarios of population decline and evolutionary rescue, details matter in the transition from discrete to continuous time. For the continuous-time branching process, we use the following per capita birth and death rates:

\[
\lambda(t) = 0.5 + 0.5 \cdot \text{sign}[\ln(1 + s_{\text{eff}}(t))] \cdot \min[|\ln(1 + s_{\text{eff}}(t))|, 1], \tag{A2a}
\]

\[
\mu(t) = 0.5 - 0.5 \cdot \text{sign}[\ln(1 + s_{\text{eff}}(t))] \cdot \min[|\ln(1 + s_{\text{eff}}(t))|, 1], \tag{A2b}
\]

and define

\[
\hat{s}_{\text{eff}}(t) := \text{sign}[\ln(1 + s_{\text{eff}}(t))] \cdot \min[|\ln(1 + s_{\text{eff}}(t))|, 1]. \tag{A3}
\]

With the logarithm, we assure that the average long-term growth \( \hat{s}_{\text{eff}}(t) = \lambda(t) - \mu(t) \) is the same as in the discrete-time process. The restriction to values between \(-1 \) and \( 1 \) is necessary for rates to remain nonnegative. Last, drift has to be scaled appropriately. In the continuous-time process, the sum \( \lambda(t) + \mu(t) \) measures the strength of drift. In the diffusion limit, \( \lambda(t) + \mu(t) \) must be \( 1 \) in order to match continuous-time and discrete-time dynamics. This leaves some freedom for the incorporation of selection (affecting the death rate or the birth rate or both). While this choice is irrelevant in the diffusion limit (and hence for weak selection), it matters if the growth parameter is large as it can be in our model. Comparison to computer simulations shows that the best agreement is obtained if we equally distribute it between the death and the birth rate, as above.
If \( \exp\left[-\int r \hat{s}_{\text{eff}}(\tau) \, d\tau\right] \xrightarrow{r \to 0} 0 \), the establishment probability of a mutation arising at time \( T \) is given by (Uecker and Hermisson 2011)

\[
p_{\text{est}}(T) = \frac{2}{1 + \int_{T}^{\infty} \exp\left[-\int_{r}^{T} \hat{s}_{\text{eff}}(\tau) \, d\tau\right] \, dr}.
\]  

(A4)

In the following sections, we will encounter effective growth rates that change stepwise in time:

\[
s_{\text{eff}}(t) = \begin{cases} s_0 & \text{for } t < 0, \\ s_i & \text{for } t \in [(l-1)\Phi, l\Phi], \quad l \in \{1, \ldots, L-1\}, \\ s_L = s & \text{for } t \geq (L-1)\Phi,
\end{cases}
\]

where the steps occur at regular intervals \( \Phi \), depending on the model. The term \( \hat{s}_{\text{eff}}(t) \) is defined accordingly, with

\[
\hat{s}_i = \text{sign}[\ln (1 + s_i)] \cdot \min [\ln (1 + s_i), 1] \quad \text{for } i = 0, \ldots, L,
\]

(A5)

(A6)

Assuming that \( \hat{s}_k \neq 0 \) for all \( k = 0, \ldots, L \), we obtain (see below for a derivation)

\[
p_{\text{est}}(T) = \begin{cases} 2 & \text{for } T < 0, \\ \frac{1 + I_s(T)}{2} & \text{for } T \in [(l-1)\Phi, l\Phi], \\ \frac{2\hat{s}_L}{1 + \hat{s}_L} & \text{for } T \geq (L-1)\Phi,
\end{cases}
\]

(A7)

with

\[
I_s(T) = \frac{1}{\hat{s}_i} + \exp\left[\hat{s}_i \Delta T_i \sum_{k=i}^{L-1} \frac{\hat{s}_k - \hat{s}_{k+1}}{\hat{s}_k \hat{s}_{k+1}} \exp\left[-\sum_{j=i}^{k} \hat{s}_j \Phi\right]\right],
\]

(A8)

where \( \Delta T_i = T - (l-1)\Phi \). For \( l > 0 \), \( \Delta T_i \) is the time that has elapsed since the \( l \)th island deteriorated. If one or more of the \( \hat{s}_k \) are 0, the result is obtained by taking the limit \( \hat{s}_k \to 0 \).

We turn to the derivation of equation (A7) with equation (A8). We need to evaluate the integral

\[
\int_{T}^{\infty} \exp\left[-\int_{r}^{T} \hat{s}_{\text{eff}}(\tau) \, d\tau\right] \, dr.
\]

(A9)

For \( T \geq (L-1)\Phi \), the calculation is straightforward. So, we focus on \( T < (L-1)\Phi \). We assume throughout the derivation that \( \hat{s}_k \neq 0 \) for all \( k = 0, \ldots, L \). For \( T < (l-1)\Phi \), if \( l = 0 \), or \( T \in [(l-1)\Phi, l\Phi] \), if \( l \in \{1, \ldots, L-1\} \), we have

\[
I_s(T) = \int_{T}^{\infty} \exp\left[-\int_{r}^{T} \hat{s}_{\text{eff}}(\tau) \, d\tau\right] \, dr
\]

\[
= \int_{T}^{\infty} \exp\left[-\int_{r}^{T} \hat{s}_{\text{eff}}(\tau) \, d\tau\right] \, dr + \sum_{l=1}^{L-1} \int_{(l-1)\Phi}^{(l-1)\Phi + \Phi} \exp\left[-\int_{r}^{(l-1)\Phi + \Phi} \hat{s}_{\text{eff}}(\tau) \, d\tau\right] \, dr + \int_{(L-1)\Phi}^{\infty} \exp\left[-\int_{r}^{(L-1)\Phi} \hat{s}_{\text{eff}}(\tau) \, d\tau\right] \, dr.
\]

(A10)

The first integral gives

\[
\int_{T}^{\infty} \exp\left[-\int_{r}^{T} \hat{s}_{\text{eff}}(\tau) \, d\tau\right] \, dr = \int_{T}^{\infty} \exp\left[-\int_{r}^{T} \hat{s}_t \, d\tau\right] \, dr = \int_{0}^{\Phi - T} \exp\left[-\int_{r}^{\Phi - T} \hat{s}_t \, d\tau\right] \, dr = \frac{1 - \exp\left[-\hat{s}_t (\Phi - T)\right]}{\hat{s}_t}.
\]

(A11)
The components of the sum ($k \in \{l + 1, \ldots, L - 1\}$) are

\[
\int_{(l-1)\Phi}^{k\Phi} \exp \left[ - \int_{r}^{\tau} \hat{s}_{\text{eff}}(\tau)d\tau \right] d\tau = \int_{(l-1)\Phi}^{k\Phi} \exp \left[ - \int_{r}^{\tau} \hat{s}_{\text{eff}}(\tau)d\tau - \sum_{j=r+1}^{k} \hat{s}_{j}(\tau)d\tau - \int_{\tau}^{\Phi} \hat{s}_{\text{eff}}(\tau)d\tau \right] d\tau
\]

\[= \exp \left[ - \hat{s}_{l}(\Phi - T) - \sum_{j=r+1}^{k} \hat{s}_{j}\Phi \right] \int_{0}^{\Phi} \exp \left[ - \hat{s}_{l}\tau \right] d\tau
\]

\[= \exp \left[ - \hat{s}_{l}(\Phi - T) - \sum_{j=r+1}^{k} \hat{s}_{j}\Phi \right] 1 - \exp \left[ - \hat{s}_{l}\Phi \right].
\]

For the last integral, we obtain

\[
\int_{(l-1)\Phi}^{\Phi} \exp \left[ - \int_{r}^{\tau} \hat{s}_{\text{eff}}(\tau)d\tau \right] d\tau = \int_{(l-1)\Phi}^{\Phi} \exp \left[ - \int_{r}^{\tau} \hat{s}_{l}d\tau - \sum_{j=r+1}^{L-1} \hat{s}_{j}d\tau - \int_{\tau}^{\Phi} \hat{s}_{l}d\tau \right] d\tau
\]

\[= \exp \left[ - \hat{s}_{l}(\Phi - T) \right] \exp \left[ - \sum_{j=r+1}^{L-1} \hat{s}_{j}\Phi \right] \frac{1}{\hat{s}_{l}}.
\]

We now use the transformation $T \rightarrow \Delta T = T - (l - 1)\Phi$. With this, we obtain for $l \in \{0, \ldots, L - 1\}$:

\[I_{l}(T) = \frac{1}{\hat{s}_{l}} - \frac{1}{\hat{s}_{l}} \exp [\hat{s}_{l}\Delta T] \exp \left[ - \hat{s}_{l}\Phi \right] + \frac{\hat{s}_{l}}{\hat{s}_{l}} \exp [\hat{s}_{l}\Delta T] \sum_{k=r+1}^{L-1} \exp \left[ - \sum_{j=r+1}^{k} \hat{s}_{j}\Phi \right] \frac{1 - \exp \left[ - \hat{s}_{k+1}\Phi \right]}{\hat{s}_{k+1}} \]

\[+ \exp [\hat{s}_{l}\Delta T] \exp \left[ - \sum_{j=r+1}^{L-1} \hat{s}_{j}\Phi \right] \frac{1}{\hat{s}_{l}}
\]

\[= \frac{1}{\hat{s}_{l}} - \frac{1}{\hat{s}_{l}} \exp [\hat{s}_{l}\Delta T] \exp \left[ - \hat{s}_{l}\Phi \right] + \exp [\hat{s}_{l}\Delta T] \sum_{k=r+1}^{L-1} \exp \left[ - \sum_{j=r+1}^{k} \hat{s}_{j}\Phi \right] \frac{1 - \exp \left[ - \hat{s}_{k+1}\Phi \right]}{\hat{s}_{k+1}} \]

\[+ \exp [\hat{s}_{l}\Delta T] \exp \left[ - \sum_{j=r+1}^{L-1} \hat{s}_{j}\Phi \right] \frac{1}{\hat{s}_{l}}
\]

\[= \frac{1}{\hat{s}_{l}} + \exp [\hat{s}_{l}\Delta T] \sum_{k=r+1}^{L-1} \frac{\hat{s}_{k} - \hat{s}_{k+1}}{\hat{s}_{k}\hat{s}_{k+1}} \exp \left[ - \sum_{j=r+1}^{k} \hat{s}_{j}\Phi \right],
\]

as given by equation (A8).
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Panmictic Populations with $D = 1$ and Scenarios Where Habitat Structure Is Immaterial

We first treat the case $D = 1$ and show at the end of the section that the results coincide with the results for $D > 1$, replacing $K$ with $K_{\text{total}}$, if either $m = 0$ or $\delta = 0$.

After the shift in the environment, the wildtype population size decays geometrically:

$$N_u^{\text{total}}(t) = \begin{cases} K & \text{for } t < 0, \\ K(1 - r^t) & \text{for } t \geq 0. \end{cases}$$  \hspace{1cm} (B1)

As we model the population size deterministically, the selection coefficient, too, becomes a deterministic function of time:

$$s_{\text{eff}}(t) = \begin{cases} \alpha - 1 = z_0 & \text{for } t < 0, \\ S(N_u^{\text{total}}(t)) &=& S(t) & \text{for } t \geq 0. \end{cases}$$  \hspace{1cm} (B2)

For the calculation of establishment probabilities, we approximate $s_{\text{eff}}(t)$ in continuous time as a stepped function with each step lasting one generation. We can then use equation (A7) with $\Phi = 1$ to calculate the establishment probability of a mutation, setting $s_{\text{eff}}(t) = \hat{s}$ (accordingly $\hat{s}_{\text{eff}}(t) = \hat{s}$) when $K(1 - r)^t < 1$. Calculations based on a continuous change in $s_{\text{eff}}(t)$ (see app. E) work well for small $r$ but break down as $r$ increases, since for large $r$ the differences between discrete and continuous time dynamics become significant.

Following equation (5), the overall probability of evolutionary rescue reads:

$$P_{\text{rescue}} \approx 1 - \exp \left[ -\sum_{r=-\infty}^{r} uK\alpha p_{\text{ext}}(t + 1) - \sum_{r=0}^{\infty} uN_u^{\text{total}}(t)(1 + S(t))p_{\text{ext}}(t + 1) \right],$$  \hspace{1cm} (B3)

where for numerical evaluation we again set $N_u^{\text{total}}(t) = 0$ when $K(1 - r)^t < 1$.

For $\beta = 0$, formula (A7) for the establishment probability reduces to

$$p_{\text{ext}}(T) = \begin{cases} 2 & \text{for } T < 0, \\ \frac{2\hat{s}}{1 + \hat{s}} & \text{for } T \geq 0, \end{cases}$$  \hspace{1cm} (B4)

with

$$\hat{s}_0 = \max \left[ -\ln (1 - z_0), 1 \right].$$  \hspace{1cm} (B5)

We can give an explicit formula for the probability of evolutionary rescue:

$$P_{\text{rescue}} \approx 1 - \exp \left[ -\sum_{r=-\infty}^{r} uK\alpha p_{\text{ext}}(t + 1) - \sum_{r=0}^{\infty} uK(1 - r)^t(1 + S(t)) \left(1 + \frac{2\hat{s}}{1 + \hat{s}}\right) \right]$$

$$\approx 1 - \exp \left[ -\int_{r=-\infty}^{r} uK\alpha p_{\text{ext}}(t) - \sum_{r=0}^{\infty} uK(1 - r)^t(1 + S(t)) \left(1 + \frac{2\hat{s}}{1 + \hat{s}}\right) \right]$$

$$= 1 - \exp \left[ -2uK \frac{\alpha}{1 - \hat{s}_0} \ln \left( \frac{\hat{s} + \hat{s}_0}{(1 + \hat{s})\hat{s}_0} \right) - u\frac{K}{r}(1 + S(t)) \left(1 + \frac{2\hat{s}}{1 + \hat{s}}\right) \right]$$

for $\hat{s}_0 \neq 1$.  
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For $\hat{z}_0 = 1$ (i.e., $\alpha \leq \exp[{-1}]$), we obtain

$$P_{\text{rescue}} \approx 1 - \exp \left[ -2\alpha uK \frac{\hat{s}}{1 + \hat{s}} - u \frac{K}{r(1 + s)} \frac{2\hat{s}}{1 + \hat{s}} \right]. \quad (B7)$$

Returning to equation (B6), the respective contributions of mutations from standing genetic variation and de novo mutations are given by

$$P_{\text{rescue}}^{\text{sgv}} \approx 1 - \exp \left[ -2uK \frac{\alpha}{1 - \hat{z}_0} \ln \left( \frac{\hat{s} + \hat{z}_0}{(1 + \hat{s})\hat{z}_0} \right) \right] \approx 1 - \exp \left[ -2uK \ln \left( \frac{s + z_0}{z_0} \right) \right] \quad (B8)$$

$$= 1 - \left( \frac{s + z_0}{z_0} \right)^{-2uK}, \quad (B9)$$

$$P_{\text{rescue}}^{\text{dmm}} \approx 1 - \exp \left[ -u \frac{K}{r(1 + s)} \frac{2\hat{s}}{1 + \hat{s}} \right] \approx 1 - \exp \left[ -u \frac{K}{r} 2\hat{s} \right]. \quad (B10)$$

where the approximation is valid for small $s$ and $z_0$. For small $s$ and $z_0$, our results coincide with formulas (3) and (5) in Orr and Unckless (2008; note that the absolute fitness of a mutant is $1 + s$ in our model, while it is $1 + s - r$ in Orr and Unckless 2008; $z_0$ corresponds to $s_+^{\text{crit}}$ in Orr and Unckless 2008) and are similar to formula (8) for $P_{\text{rescue}}^{\text{sgv}}$ in Hermisson and Pennings (2005).

For $\beta > 0$, the formula for the probability of evolutionary rescue does not reduce to a compact expression. Evaluation of the complex formula and comparison to computer simulations shows that it yields highly accurate results. In particular, figure B1 demonstrates that the kinks in the graphs are not an artifact of our analytical approximation, but that the theory accurately reproduces the correct behavior. The existence of kinks can be understood if we consider the generation $T_c$ at which for the first time $S(t) > -z$:

$$T_c = \max \left[ 0, \frac{1}{r \ln \left( \frac{s\beta}{s + z_0} \right)} \right] + 1, \quad (B11)$$

where $\lfloor \cdot \rfloor$ denotes the floor function, which maps a real number to the largest previous integer. $T_c$ takes only discrete values and therefore jumps as a function of $r$. As a consequence, $P_{\text{rescue}}(r)$ is not everywhere differentiable.

We pointed out in the main text that the decay of the rescue probability as a function of $r$ is not completely monotonic in figure 5C. This can be seen in more detail in figure B2, which zooms in on larger $r$. A slight local minimum exists at $r = 0.7$. This is precisely the point where $T_c = T_c(r)$ jumps from 1 to 2 giving a little advantage to values of $r$ larger than 0.7.

In the main text, we have discussed scenarios where the probability of evolutionary rescue either decays with $r$ or exhibits a minimum for intermediate values of $r$. In addition to these patterns, a third pattern is possible: the probability of evolutionary rescue attains a minimum, then a maximum, and decays afterwards (fig. B3). This pattern can arise, because the probability that a mutation generated between time 0 and $\tau_q$ at which $S(t)$ turns from negative to positive, rescues the population has a maximum for intermediate $r$. For large $r$, only few mutations are generated; for small $r$, they have a low establishment probability. If this maximum is pronounced enough, it shapes the overall curve. This is the case if $\beta$ is extremely large such that the period between 0 and $\tau_q$ is long and $z$ small such that the establishment probability is high. The maximum gets masked if $\alpha$ is very large. The overall effect on the curve is generally weak, however.

It remains to prove that the results for a structured population with $m = 0$ or $\vartheta = 0$ reduce to the unstructured case with $D = 1$ (replacing $K$ by $K_{\text{total}}$). To do so, we consider the general formula equation (5).

We start with $m = 0$: the dynamics in the single demes are then independent from each other. Thus, $N_w^{0i}(t) = N_w^{0i}(t-$
(i-1)\theta) and S_i(t) = S_i(t - (i-1)\theta). The latter implies furthermore \( p_{\text{est}}^{(i)}(t) = p_{\text{est}}^{(i)}(t - (i-1)\theta) \). Plugging this into the formula for \( P_{\text{rescue}} \) yields

\[
P_{\text{rescue}} \approx 1 - \exp \left[ - \sum_{i=1}^{D} \left( \sum_{r=-\infty}^{r=1} u \alpha K p_{\text{est}}^{(i)}(t - (i-1)\theta + 1) \right. \right.
\]
\[
\left. \left. + \sum_{r=-(i-1)\theta}^{r=0} u[1 + S_i(t - (i-1)\theta)] N_{w}^{(i)}(t - (i-1)\theta) p_{\text{est}}^{(i)}(t - (i-1)\theta + 1) \right) \right]
\]
\[
= 1 - \exp \left[ - \sum_{i=1}^{D} \left( \sum_{r=-\infty}^{r=1} u \alpha K p_{\text{est}}^{(i)}(t + 1) + \sum_{r=0}^{\infty} u(1 + S_i(t)) N_{w}^{(i)}(t) p_{\text{est}}^{(i)}(t + 1) \right) \right]
\]
\[
= 1 - \exp \left[ - \sum_{r=-\infty}^{r=1} u \alpha D p_{\text{est}}^{(i)}(t + 1) + \sum_{r=0}^{\infty} u(1 + S_i(t)) D N_{w}^{(i)}(t) p_{\text{est}}^{(i)}(t + 1) \right].
\]

(B12)

For the wildtype population size, \( N_{w}^{(i)}(t) = N_w(t) = K(1 - r)' \). Using this, \( S_i(t) = \max\{ -z_s[1 - \beta(1 - r)'] \} \). Consequently, the mutant fitness and along with it the establishment probability \( p_{\text{est}} \) of a mutation are independent of the carrying capacity. A comparison of equations (B12) and (B3) completes the proof.

We now turn to \( \theta = 0 \). In that case, the wildtype population size decays simultaneously on all demes, and we have \( N_{w}^{(i)}(t) = N_w(t) = K(1 - r)' \) and consequently \( S_i(t) = \max\{ -z_s[1 - \beta(1 - r)'] \} \) for all \( i \in \{1, \ldots, D\} \). This implies in particular that the establishment probability is the same in every deme and again the same as in a population of size \( KD \).
We immediately obtain from equation (5)

\[
P_{\text{rescue}} \approx 1 - \exp \left[ - \sum_{r=-\infty}^{r=1} u \alpha D p_{\text{est}}^{(i)}(t + 1) + \sum_{r=0}^{\infty} u(1 + S_i(t)) D N_{w}^{(i)}(t) p_{\text{est}}^{(i)}(t + 1) \right],
\]

(B13)

which again coincides with equation (B3).

The formulas imply that for \( m = 0 \) or \( \theta = 0 \), \( P_{\text{rescue}} \) depends only on the product \( DK \) (i.e., the carrying capacity of an equivalent unstructured population) and not on \( D \) and \( K \) separately.
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Figure B1: Probability of evolutionary rescue as a function of \( r \) with a single deme (\( D = 1 \)). The plot shows a detailed comparison between theory and simulation results. The parameters are chosen as in figure 5D. The theoretical curve is based on equations (B3) and (A7). Simulation results are denoted by circles. Each simulation point is the average of \( 10^6 \) replicates.
Figure B2: Probability of evolutionary rescue as a function of $r$ with a single deme ($D = 1$). The plot expands figure 5C for large values of $r$, showing a minimum for $r = 0.7$. The theoretical curve is based on equations (B3) and (A7).

Figure B3: Probability of evolutionary rescue in an unstructured population ($D = 1$). We see that the probability of evolutionary rescue can attain a minimum, followed by a maximum. Parameter values: $\alpha = 0.9$, $z = 0.005$, $s = 0.01$, $\beta = 40$, $K = 10^6$, and $u = 1 \cdot 10^{-6} = 1/K$. The theoretical curve is based on approximation (E1). Circles denote simulation results. Each simulation point is the average of $10^6$ replicates.
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Levene Model

We now consider $D \geq 1$, but focus on the limiting case $m = 1$. In a first step, we furthermore restrict the analysis to $D \geq 1/m$. As derived in the main text equation (10), the effective growth parameter of a mutant in the metapopulation in a period with $d$ deteriorated demes is given by

$$s_{\text{eff}}(t) = \frac{d}{D}(1 + s) + \frac{D - d}{D} \frac{K}{N_{\text{new}}^{(\text{total})}(t)/D} - 1. \quad (C1)$$

The total number of wildtypes $N_{\text{w}}^{(\text{total})}(t) = N_{\text{w}}^{(\text{new})}(t) + K(D - d)$ is a function of time. However, after another deme has turned bad, it will quickly decay to its new steady state (until the next deme deteriorates). For sufficiently large values of $\delta$, we can therefore approximate $s_d$ as constant by taking the equilibrium value of the total wildtype population size

$$\hat{N}_{\text{w},d}^{(\text{total})} = \hat{N}_{\text{w},d}^{(\text{new})} + K(D - d). \quad (C4)$$

Inserting equation (C4) into equation (C1) yields $s_d$ as in equation (11). With equation (11), we can now use equation (A7) with $\Phi = \theta$ to determine the establishment probability of a new mutant.

The probability of evolutionary rescue in a Levene model can be approximated by (cf. eq. [5]):

$$P_{\text{rescue}} \approx 1 - \exp \left[ -u \sum_{i=0}^{(D-1)\delta-1} KDP_{\text{eff}}(t + 1) - u \sum_{i=0}^{(D-1)\delta-1} \hat{N}_{\text{w}}^{(\text{total})}(t)(1 + s_{\text{eff}}(t))p_{\text{est}}(t + 1) \right] \times \exp \left[ -u \frac{N_{\text{w}}^{(\text{total})}((D - 1)\delta)}{r}(1 + s) \frac{2\hat{\delta}}{1 + \hat{\delta}} \right], \quad (C5)$$

where $N_{\text{w}}^{(\text{total})}((D - 1)\delta)$ is the wildtype population size immediately after the last deme has deteriorated. The first sum captures the contributions of mutations that arose before time $t = 0$. The second sum takes all mutations into account that are generated as the degradation proceeds across the demes. From time $(D - 1)\delta$ on, the population size decays geometrically, which leads to the last term in equation (C5).

We now allow for density-dependent mutant fitness ($\beta \geq 0$). We assume that the periods of environmental stasis are very long. As discussed in the main text, it is in that case sufficient to consider the two phases where either one or no deme is unperturbed. We can approximate $S(t)$ during the phase where all but one deme have deteriorated by its steady state value:

$$\bar{S} = \max \left[ z, s \left( 1 - \beta \frac{\hat{N}_{\text{w},D-1}^{(\text{total})}}{K} \right) \right] \quad (C6)$$

with

$$\hat{N}_{\text{w},D-1}^{(\text{total})} = \frac{KD}{(D - 1)r + 1}. \quad (C7)$$
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Analogously to equation (11), we then obtain equation (13) for the effective growth parameter during that period. In the main text, we pointed out that the situation corresponds to an unstructured population with a single environmental change. We can thus use equation (B3) with the following substitutions to calculate the probability of evolutionary rescue:

\[ K \text{ is substituted by } \hat{N}_{w,D-1}^{(total)}, \]
\[ \alpha \text{ is substituted by } 1 + s_{D-1}, \]
\[ \beta \text{ is substituted by } \frac{\beta \hat{N}_{w,D-1}^{(total)}}{DK}. \]  

We close the section with a comparison of \( P_{\text{rescue}}(\vartheta \to 0) \) and \( P_{\text{rescue}}(\vartheta \to \infty) \) if \( \beta = 0 \). In order to do so, we approximate the amount of genetic variation which is present at the time when the last deme deteriorates by its expected value. We only consider the case \( s_{D-1} < 0 \). For \( \vartheta = 0 \) and \( \vartheta \to \infty \), we obtain

\[
E[\text{sgv}_a] = uDK\frac{\alpha}{1 - \alpha} \text{ and } E[\text{sgv}_s] = u\hat{N}_{w,D-1}^{(total)} \frac{1 + s_{D-1}}{-s_{D-1}},
\]

respectively. Analogously, we introduce

\[
E[\text{dnm}_a] = \frac{uKD(1 + s)}{r} \text{ and } E[\text{dnm}_s] = \frac{u\hat{N}_{w,D-1}^{(total)}(1 + s)}{r}
\]

for the expected number of de novo mutations that are generated after deterioration of the last deme in both scenarios. With this notation,

\[
P_{\text{rescue}}(\vartheta = 0) \approx 1 - \exp\left[-(E[\text{sgv}_a] + E[\text{dnm}_a])\frac{2\hat{\sigma}}{1 + \hat{\sigma}}\right], \tag{C11a}
\]

\[
P_{\text{rescue}}(\vartheta \to \infty) \approx 1 - \exp\left[-(E[\text{sgv}_s] + E[\text{dnm}_s])\frac{2\hat{\sigma}}{1 + \hat{\sigma}}\right]. \tag{C11b}
\]

We now compare the exponents:

\[
\frac{E[\text{sgv}_a] + E[\text{dnm}_a]}{E[\text{sgv}_s] + E[\text{dnm}_s]} = \frac{\hat{N}_{w,D-1}^{(total)}(1 + s_{D-1})}{DK} \left( \frac{1 - \alpha}{1 - \alpha + ar} \right) \frac{1}{1 + \vartheta(D - 1)} \frac{1}{1 + r(D - 1) - [(1 + r)(1 - \alpha)](D - 1)} \frac{1}{1 - \alpha + ar}; \text{ Note: This expression gets minimal when } s_{D-1}, \text{ gets maximal, } \frac{1}{1 - \alpha + ar}, \text{ as a function of } s \text{ gets maximal for } s \to 0. \tag{C12}
\]

This means that for \( \beta = 0, P_{\text{rescue}}(\vartheta \to \infty) \geq P_{\text{rescue}}(\vartheta = 0) \).

For \( \alpha = 0 \), we obtain equality. The approximation thus suggests that for arbitrary values of \( r \), the probability of evolutionary rescue is approximately the same for a very fast and a very slowly progressing change if \( \alpha = 0 \) and \( s \) small, which is confirmed by computer simulations (not shown). This implies in particular, that for \( \alpha = 0, s \) small, and \( \vartheta \) large, \( P_{\text{rescue}}(m = 0) \approx P_{\text{rescue}}(m = 1) \), as can be seen in figure 10A.
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Island Model without Standing Genetic Variation

We here restrict ourselves to $\alpha = 0$ (i.e., mutants are lethal in the old environment) and $\beta = 0$ (no additional density dependence beyond the hard carrying capacity). In the main text equation (14), we derived the following effective growth parameter of a mutant:

$$s_{\text{eff}}(t) = \left\{ \begin{array}{ll} (1 + s)(1 - m) + (1 + s)m \frac{d}{D} - 1 & \text{for } t \in [(d - 1)\partial, d\partial], d \in \{1, \ldots, D - 1\}, \\ s & \text{for } t \geq (D - 1)\partial. \end{array} \right.$$

(D1)

Using this, we can calculate the establishment probability with equation (A7), setting again $\Phi = \partial$. For the total rescue probability, we obtain (cf. eq. [5]):

$$P_{\text{rescue}} \approx 1 - \exp \left[ -u \sum_{d=0}^{(D-1)\partial - 1} (1 + s) \left( 1 - m + \frac{d}{D} m N_{w}^{(\text{new})}(1)p_{\text{ext}}(t + 1) \right) \right] \times \exp \left[ -u(1 + s) \frac{N_{w}^{(\text{total})}((D - 1)\partial) 2s}{r} \right] \frac{1}{1 + \frac{s}{K}}.$$

(D2)

where $N_{w}^{(\text{total})}((D - 1)\partial)$ is the wildtype population size immediately after the last deme has deteriorated. The first term takes mutants into account that originate in the new part of the habitat. The second term considers mutant offspring of individuals from old demes that migrate to the new part where they can survive. The last term is the same as in the Levene model. As $\alpha = 0$, there are no mutants in the population before time $t = 0$.

In the main text, we gave an approximation for the probability of evolutionary rescue for $D = 2$ (see eq. [17]), which generalizes to more than two islands in a straightforward way. The stationary value $\hat{N}_{w,d}^{(\text{new})}$ of wildtype individuals in the perturbed part of the habitat in a period with $d$ deteriorated demes is obtained as the solution of

$$0 = (1 - r) \left( 1 - \frac{D - d}{D - m} \right) \hat{N}_{w,d}^{(\text{new})} + m \frac{d}{D} (1 - d)(D - d)K - \hat{N}_{w,d}^{(\text{new})}.$$

(D3)

This yields

$$\hat{N}_{w,d}^{(\text{new})} = \frac{d(D - d)Km(1 - r)}{(D - d)m(1 - r) + Dr},$$

(D4)

and with

$$2s_{\text{eff}}(t) \approx 2\left( s - m + \frac{d}{D} \right),$$

(D5)

we obtain

$$P_{\text{rescue}} \approx 1 - \exp \left[ -u \sum_{d=1}^{D-1} 2 \max \left( s - m + \frac{d}{D}, 0 \right) - \frac{d(D - d)Km(1 - r)}{(D - d)m(1 - r) + Dr} - u \frac{DK}{r} \right].$$

(D6)

Figure D1 shows a comparison between the exact formula (D2) and the approximation. The approximation captures the behavior for small $m$ very well. In particular, it reproduces the maximum in the probability of evolutionary rescue. As $m$ increases, the approximation becomes worse.
If the number of demes $D$ is large and $r \gg m$, we can approximate equation (D6) with

$$P_{\text{rescue}} \approx 1 - \exp \left[ -u \frac{D}{r} \int_0^\rho 2 \max \left[ s - m + m \frac{d}{D}, 0 \right] \frac{d(D-d)Km(1-r)}{Dr} \, dd - \frac{DK}{r} \right].$$

(D7)

$$= 1 - \exp \left[ -u \frac{D}{r} \frac{1}{3} Km \frac{1-r}{r} \max \left[ s - \frac{1}{2} m, 0 \right] - \frac{DK}{r} 2s \right].$$

From equations (17) and (D7), we find that the maximum is at $m \approx s$.

![Figure D1](image-url)  

**Figure D1:** Evolutionary rescue in a two-island model. The plot compares the exact result (D2) (solid line) with approximation (17) (dashed line). The parameter values are the same as in figure 10.
Appendix E from H. Uecker et al., “Evolutionary Rescue in Structured Populations”  

Further Approximations

Unstructured Population, Small $r$ and $s$

The calculation of $P_{\text{rescue}}$ based on equations (B3) and (A7) gets computationally expensive for small $r$. An approximation for small $r$ can be obtained when we assume that the selection $s_{\text{eff}}(t)$ changes continuously in time and additionally replace sums by integrals in equation (B3). We furthermore approximate $\ln (1 + s[1 - \beta N_w(t)/K]) \approx s(1 - \beta N_w(t)/K)$ and $-\ln (1 - r) \approx r$. For $\hat{z} \neq 0$, the establishment probability of a mutation then is

$$
\hat{p}_{\text{res}}(T) = \begin{cases} 
\frac{2}{1 + [-(1/\beta) + \exp (-\hat{z}T)/(1/\beta) - (1/\beta) + (1/\beta) \exp (\hat{z}T) + \exp (\hat{z}T)]/\hat{z} \exp [-sT + (\beta r) \exp (\hat{z}T)] [1 - \exp (rT)] dT}], & 0 \leq T < T_e, \\
\frac{2}{1 + [-(1/\beta) + \exp [-\hat{z}(T - T_e)]/(1/\beta) + (1/\beta) \exp [-sT + (\beta r) \exp (\hat{z}T)] [1 - \exp (rT)] dT}], & T \geq T_e, \\
\frac{1}{1 + [s \exp [-sT + (\beta r) \exp (\hat{z}T)] [1 - \exp (rT)] dT}], & T_e \leq T < T_e, \\
\frac{1}{1 + [-(1/\beta) + \exp (-\hat{z}T)/(1/\beta) - (1/\beta) + (1/\beta) \exp (\hat{z}T) + \exp (\hat{z}T)]/\hat{z} \exp [-sT + (\beta r) \exp (\hat{z}T)] [1 - \exp (rT)] dT}], & T \leq 0,
\end{cases}
$$

with

$$
\hat{z} = \max [-\ln (\alpha), 1],
$$

$$
\hat{z}_o = \max [-\ln (1 - \hat{z}), 1].
$$

To obtain the result for $\hat{z} = 0$, use $\lim_{\hat{z} \to 0} \exp (\hat{z}T) = 1/\hat{z} = T$.

Infinitely Many Islands

We here give an approximation for the probability of evolutionary rescue, when the number $D$ of demes is large. We take the limits $D \to \infty$, $\hat{z} \to 0$, $K \to 0$ with $D \hat{z} = \Theta$, and $DK = K_{\text{total}}$ considered constant. We treat time as continuous and use the correspondence $dt/D \equiv t/\Theta$.

We obtain the following differential equation for the number of wildtype individuals in the new part of the habitat (cf. the difference equation [A1]):

$$
\frac{dN_w^{\text{new}}}{dt} = -rN_w^{\text{new}} + (1 - r)m \frac{t}{\Theta} - 1 \bigg| N_w^{\text{new}} + m \frac{t}{\Theta} (1 - r) \bigg| 1 - \frac{t}{\Theta} K_{\text{total}} + \frac{K_{\text{total}}}{\Theta}.
$$

(E4)

We now turn to the establishment probability of a new mutant. Both in the Levene and in the island model, $s_d$ takes the form $s_d = \sigma_0 + \sigma_d dt$, $d \in \{1, \ldots, D - 1\}$. We can approximate this as $s_{\text{eff}}(t) = \sigma_0 + \sigma_1 t$ with $\sigma_1 = \sigma_1 / \Theta$ for $0 \leq t < \Theta$. We state the establishment probability for

$$
\hat{s}_{\text{eff}}(t) = \begin{cases} 
\hat{s}_o, & \text{for } t < T_e^{(1)}, \\
1 + \sigma_0 + \sigma_1 t, & \text{for } T_e^{(1)} \leq t < T_e^{(2)}, \\
1, & \text{for } T_e^{(2)} \leq t < \Theta, \\
\hat{s}, & \text{for } t \geq \Theta,
\end{cases}
$$

(E5)

with

$$
T_e^{(1)} = \min \left\{ 0, \frac{1}{\sigma_1} \left[ \exp (-1) - 1 - \sigma_0 \right] \right\},
$$

$$
T_e^{(2)} = \min \left\{ \Theta, \frac{1}{\sigma_1} \left[ \exp (1) - 1 - \sigma_0 \right] \right\}.
$$

(E6)
We obtain

$$p_{\text{est}}(T) = \begin{cases} \frac{2}{1 + I_0(T)} & \text{for } T < T_c^{(1)}, \\ \frac{2}{1 + I_1(T)} & \text{for } T_c^{(1)} \leq T < T_c^{(2)}, \\ \frac{2}{1 + I_2(T)} & \text{for } T_c^{(2)} \leq T < \Theta, \\ \frac{2\hat{s}}{1 + \hat{s}} & \text{for } T \geq \Theta, \end{cases}$$

(E7)

with

$$I_0(T) = \frac{1}{s_0} + \exp [\hat{s}_0(T - T_c^{(1)})] - \frac{1}{s_0} + \exp (f(T_c^{(1)})) = \int_{T_c^{(1)}}^T \exp (f(t))dt$$

$$I_1(T) = \exp (f(T)) \int_T^1 \exp (f(t)) dt$$

(E8)

$$I_2(T) = \frac{1}{\hat{s}} - 1 \exp [-(\Theta - T)] + 1,$$

and

$$f(t) = -t + \frac{(1 + \hat{s}_0 + \hat{s}_1 t) \ln (1 + \hat{s}_0 + \hat{s}_1 t)}{\hat{s}_1}. \quad \text{(E9)}$$

In the Levene model, we find

$$\hat{s}_0 = \alpha - 1, \quad \text{(E10)}$$

$$\hat{s}_1 = (1 - \alpha + s + \alpha r) \frac{1}{\Theta}. \quad \text{(E11)}$$

Analogously to equation (C5), we obtain

$$P_{\text{rescue}} \approx 1 - \exp \left[ -u \int_0^{\alpha K_{\text{total}} p_{\text{est}}(t + 1) dt} - u \int_0^{(1 + s_{\text{est}}(t))} \left[ N_0^{\text{new}}(t) + K_{\text{total}} \left( 1 - \frac{r}{\Theta} \right) p_{\text{est}}(t + 1) dt \right] \right] \exp \left[ -u \frac{N_0^{\text{new}}(\Theta)}{r} (1 + s) \frac{2\hat{s}}{1 + \hat{s}} \right].$$

(E12)

Finally, in the island model with $\alpha = \beta = 0$, we have

$$\hat{s}_0 = (1 + s)(1 - m) - 1, \quad \text{(E13)}$$

$$\hat{s}_1 = (1 + s)m \frac{1}{\Theta}. \quad \text{(E14)}$$
The total probability of evolutionary rescue becomes

\[
P_{\text{rescue}} \approx 1 - \exp \left[ -u \int_0^\infty \left( 1 + s \right) \left( N_{w}^{(\text{new})}(t) \left( 1 - m + m \frac{t}{\Theta} \right) + m \left( 1 - \frac{r}{\Theta} K_{\text{total}} \frac{t}{\Theta} \right) p_{\text{Ext}}(t + 1) \right) \, dt \right] \\
\times \exp \left[ -u \frac{N_{w}^{(\text{new})}(\Theta)}{r} \left( 1 + s \right) \frac{2\hat{s}}{1 + \hat{s}} \right].
\]  

(E15)