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1. INTRODUCTION

In several insect species there is sex-ratio distortion as a consequence of sex-linked meiotic drive. Perhaps the most widely known case is that of the SR chromosomal polymorphism in Drosophila pseudoobscura (see Curtsinger and Feldman, 1980). Another well-known example occurs in the mosquito Aedes aegypti, in which genetic distortion of the sex ratio was originally found by Hickey and Craig (1966).

Maffi and Jayakar (1981) proposed and analyzed a two-locus two-allele model for sex determination inspired by the biology of A. aegypti. In this species there appears to be a sex-determining locus, identified by Giemsa banding, with alleles M and m such that Mm individuals are males and mm
females. Linked to the $M/m$ band is another band which perturbs the sex-ratio of males to females in the progeny of $Mm$ individuals away from one-to-one. Mafft and Jayakar's study entailed two alleles, $A_1$ and $A_2$, at this distortion producing locus. Lessard (1987) generalized this model to include an arbitrary number of alleles at the sex-ratio modifying locus. Both treatments represent a simplification of the known biology of the situation in *A. aegypti*, and some of the genetically complicating phenomena have been described by Wood (1976) and Newton et al. (1976, 1978).

In the studies by both Mafft and Jayakar, and Lessard, recursions were developed for the evolution of the chromosome frequencies in terms of the transmission probabilities of $M$- and $m$-bearing gametes from males, and the recombination fraction between the $M/m$ and $\{A_i\}$ loci. The conclusions of Mafft and Jayakar were based mainly on numerical iteration of the recursions, while Lessard made an extensive mathematical analysis of certain features of the multi-$A$-allele version of Mafft and Jayakar's model. (Lessard went on to develop a multiple-allele version of Curtsinger and Feldman's (1980) theory of sex-ratio distortion that includes fertility and viability selection. We shall not be concerned with this aspect of the subject in the present note.)

Both of these studies concluded that when the linkage between the two loci is sufficiently tight, no stable isolated equilibrium exists. Lessard's Result IV states that, for small recombination, every equilibrium of the sex-ratio distortion recursion system is unstable, and that only limit cycles or chaotic behaviors occur. The numerical examples illustrated by Mafft and Jayakar appear to confirm this claim. In this article, we demonstrate that this claim is incorrect and that for tight linkage, and indeed for all $r \in [0, \frac{1}{2}]$, it is possible that a class of equilibria, identified numerically by Mafft and Jayakar and analytically, in a special case, by Karlin and Lessard (1986), be stable.

We also discuss some results concerning genetic modification of the recombination between $M/m$ and $\{A_i\}$ controlled by a third locus, and examine the parallels between these results and the findings of Thomson and Feldman (1974) in a related model of segregation distortion. The Reduction principle (Feldman and Liberman, 1986; Liberman and Feldman, 1986; Altenberg and Feldman, 1987) is violated in a manner which, we conjecture, is characteristic of models with segregation distortion. We find that although tight linkage between the major and modifier genes generally ensures selection for reduced recombination, when the modifier is further from the major genes, interesting new phenomena appear. For example, we observe that viability-analogous Hardy–Weinberg (VAHW) equilibria may be stable for intermediate values of the recombination between major and modifier genes, a result quite different from that of Liberman and Feldman (1986).
To describe the main conclusions of these previous studies, it is sufficient to consider two alleles $A_1$ and $A_2$ at the distortion-modifying locus. Females are of genotypes $mA_i/mA_j$ and males of genotype $MA_i/mA_j$ with $i, j = 1, 2$. The probabilities that $M$ and $m$ are transmitted to the offspring of $MA_i/mA_j$ are $s_{ij}$ and $1 - s_{ij}$, respectively, where we assume $0 < s_{ij} = s_{ji} < 1$ for $i, j = 1, 2$. The recombination fraction between $M/m$ and $A_1/A_2$ is $r$ with $0 \leq r \leq \frac{1}{2}$. Suppose that $x_1$ and $x_2 = 1 - x_1$ are the frequencies of $mA_1$ and $mA_2$, respectively, among all gametes transmitted by females, $y_1$ and $y_2 = 1 - y_1$ are the frequencies of $MA_1$ and $MA_2$, respectively, among all $M$ gametes transmitted by males and $z_1$ and $z_2 = 1 - z_1$ are the frequencies of $mA_1$ and $mA_2$, respectively, among all $m$ gametes transmitted by males.

The recursions that express the chromosome frequencies $x_i', y_i', z_i'$ in the next generation are (see Lessard, 1987)

\[
x_1' = \frac{(x_1 + z_1)}{2},
\]

\[
y_1' = \frac{[(1 - r) y_1 x_1 + rx_1 y_1]}{\bar{s}},
\]

\[
z_1' = \frac{[ry_1(1 - x_1) + (1 - r) x_1(1 - y_1)]}{(1 - \bar{s})}
\]

where

\[
x_i = \sum_j s_{ij} x_j, \quad y_i = \sum_j s_{ij} y_j
\]

and

\[
\bar{s} = \sum_i y_i x_i = \sum_i x_i y_i = \sum_i \sum_j s_{ij} x_i y_j.
\]

Maffi and Jayakar (1981) showed that if $s_{12} > s_{11}, s_{22}$ or $s_{12} < s_{11}, s_{22}$, an equilibrium of the form

\[
\tilde{x}_1 = \tilde{y}_1 = \tilde{z}_1 = \frac{(s_{12} - s_{22})}{(2s_{12} - s_{11} - s_{22})}
\]

exists. Lessard (1987) produced the multiple-allele analogue of (2) which has the form of the polymorphism characteristic of viability selection on a single locus. Uyenoyama and Feldman (1981) have called such equilibria "viability analogous." In the context of sex-ratio theory, such equilibria in which the allele frequencies (or chromosome frequencies) are the same in each sex have been called symmetric (Eshel and Feldman, 1982). We shall use the latter terminology here for the equilibrium (2). This equilibrium was shown by Maffi and Jayakar to be unstable at $r = 0$. Lessard provided explicit bounds to an interval of the recombination fraction in which (2) is
stable. This interval excludes $r = 0$, and its extremities are expressed as functions of the eigenvalues of a certain matrix. In the case of tight linkage, numerical iteration of (1) by Maffi and Jayakar revealed cyclic behavior of the chromosome frequencies, with no convergence to isolated equilibria. The analysis by Lessard, in this case, suggests that this cyclic behavior for small $r$ results from a Hopf bifurcation that occurs as $r$ decreases across the lower stability bound.

For loose linkage, that is, for $r$ greater than the upper bound for stability of (2), Maffi and Jayakar's numerical analysis produced two additional polymorphic equilibria. The existence of these also emerges from the analysis by Lessard, although in neither study are they explicitly obtained. One of the cases examined numerically by Maffi and Jayakar was treated in considerable analytical detail by Lessard and Karlin (1982) and Karlin and Lessard (1986, pp. 190–192). This case has $s_{11} - s_{12}$, and Karlin and Lessard exhibit a nonsymmetric polymorphic equilibrium which exists when fixations in $A_A A_1$ and $A_2 A_2$ are locally unstable. Of course, in this case the symmetric point (2) cannot exist. For our findings here, the interesting fact about Karlin and Lessard's equilibrium is that it exists when $s_{12} > \frac{1}{2}$ and $r < (s_{12} - s_{22})/(2s_{12} - 1)$.

A final point that will be useful in our discussion concerns conditions for stability of allelic or chromosomal fixation states. At $r = 0$, Maffi and Jayakar note that $\hat{x}_1 = \hat{y}_1 = \hat{z}_1 = 0$, corresponding to fixation in $A_2$, is stable if $s_{22} > s_{12}$ while $\hat{x}_1 = \hat{y}_1 = \hat{z}_1 = 1$, fixation in $A_1$, is stable if $s_{11} > s_{12}$. Two other boundary equilibria were discovered by Maffi and Jayakar to exist for $r = 0$. These were the points $\hat{x}_1 = \hat{z}_1 = 1$, $\hat{y}_1 = 0$ and $\hat{x}_1 = \hat{z}_1 = 0$, $\hat{y}_1 = 1$, both of which were classed as "trivial," and were not subjected to further investigation. The present paper focuses on these two equilibria, their stability, and what happens to them as $r$ increases. Attention is restricted to the case of two alleles at the $A$ locus because the basic phenomena emerge in this case. There is no doubt that there will be analogous behavior with multiple alleles at the $A$ locus.

3. EQUILIBRIUM ANALYSIS

From (1a) it is obvious that at every equilibrium of (1), $x_i = z_i$. Make this substitution in (1b) and (1c), then expand (1c) to obtain

$$y_1 = \frac{(s_{22} - s_{12}) x_1 (1 - x_1) - r (1 - s_{12}) x_1}{(s_{11} + s_{22} - 2s_{12}) x_1 (1 - x_1) - r (1 - s_{12})}.$$

Substitute (3) into (1b) and the result is a fifth-degree polynomial in $x_1$, two of whose roots are $\hat{x}_1 = 0$, $\hat{x}_1 = 1$. A third factor produces the
symmetric equilibrium (2). What remains is the quadratic equation
\[ Q(r, x_1) = 0, \]
with
\[ Q(r, x_1) = x_1^2 [(s_{12} - s_{11})(s_{12} - s_{22}) + rs_{12}(s_{11} + s_{22} - 2s_{12})] + x_1 [(s_{12} - s_{11})(s_{22} - s_{12}) - rs_{12}(s_{11} + s_{22} - 2s_{12})] - r(1 - s_{12})(s_{22} - s_{12} - r(1 - 2s_{12})]. \tag{4} \]
We shall call valid roots of (3) and (4) "asymmetric" equilibria. Obviously \( Q(0, x_1) = 0 \) is the quadratic equation
\[ (s_{12} - s_{11})(s_{12} - s_{22})(x_1^2 - x_1) = 0. \tag{5} \]
We investigate the shape of \( Q(r, x_1) \) for small \( r \) by considering \( \frac{\partial Q(r, 0)}{\partial r} \) at \( r = 0 \) and \( \frac{\partial Q(r, 1)}{\partial r} \) at \( r = 0. \) In fact
\[ \left. \frac{\partial Q(r, 0)}{\partial r} \right|_{r=0} > 0 \quad \text{if} \quad s_{22} > s_{12}, \tag{6a} \]
\[ \left. \frac{\partial Q(r, 0)}{\partial r} \right|_{r=0} < 0 \quad \text{if} \quad s_{22} < s_{12}, \tag{6b} \]
\[ \left. \frac{\partial Q(r, 1)}{\partial r} \right|_{r=0} > 0 \quad \text{if} \quad s_{11} > s_{12}, \tag{6c} \]
\[ \left. \frac{\partial Q(r, 1)}{\partial r} \right|_{r=0} < 0 \quad \text{if} \quad s_{11} < s_{12}. \tag{6d} \]
It is then obvious that \( Q(r, x_1) = 0 \) has the following properties for \( r \) small:

(a) For \( s_{11} > s_{12}, \ s_{22} > s_{12} \) there are two roots, one close to \( x_1 = 0, \) one close to \( x_1 = 1. \)

(b) For \( s_{11} < s_{12}, \ s_{22} < s_{12} \) there are no valid roots.

(c) For \( s_{11} > s_{12}, \ s_{22} \) there is a single root near \( x_1 = 0. \)

(d) For \( s_{22} > s_{12} > s_{11} \) there is a single root near \( x_1 = 1. \)

It is clear from the comparison of (4) and (5) that as \( r \) increases from zero, these asymmetric equilibria emanate from the boundary equilibria \( x_1 = \tilde{x}_1 = 0, \ y_1 = 1 \) and \( \tilde{x}_1 = \tilde{x}_1 = 1, \ y_1 = 0 \) which were two of the "trivial" points noted by Maffi and Jayakar. At the point \( \tilde{x}_1 = \tilde{x}_1 = 0, \ y_1 = 1 \) two gametes are present, \( MA_1 \) and \( mA_2. \) At \( \tilde{x}_1 = \tilde{x}_1 = 1, \ y_1 = 0 \) the two gametes in the population are \( MA_2 \) and \( mA_1. \) Clearly these two points are analogous to the so-called "high complementarity" equilibria (Franklin and Lewontin, 1970) of classical two-locus theory at which linkage disequilibrium is maximized as a function of the recombination fraction. The symmetric equilibrium corresponds to the "central" equilibrium at which gametic association is zero.
The argument so far has concerned the validity of the roots of (4). But for these values of \( \hat{x}_1 \) to be valid, they must also produce values of \( \hat{y}_1 \) from (3) which are valid. We need not consider the case \( s_{12} > s_{11} \), \( s_{22} \) where for small \( r \) no valid roots of (4) exist. The other three cases, (a), (c), and (d) of the previous paragraph, remain to be examined. First notice that from \( Q(r, x_1(r)) = 0 \) with \( x_1(r) = rx'_1(0) + O(r^2) \) we have

\[
\frac{\partial Q(0, 0)}{\partial r} + x'_1(0) \frac{\partial Q(0, 0)}{\partial x_1} = 0.
\]

(7)

This then entails that

\[
x'_1(0) = \frac{(1 - s_{12})}{(s_{11} - s_{12})},
\]

so that for small \( r \), the smaller root of (4) is

\[
\hat{x}'_1(s) = \frac{r(1 - s_{12})}{s_{11} - s_{12}} + O(r^2).
\]

(8b)

A similar argument near \( x_1 = 1 \) produces the larger root as

\[
\hat{x}'_1(l) = 1 - \frac{r(1 - s_{12})}{s_{22} - s_{12}} + O(r^2).
\]

(9)

At \( x_1 = r(1 - s_{12})/(s_{11} - s_{12}) \) substitution into (4) reveals that if \( s_{22} > s_{12} \), \( s_{11} > s_{12} \) then \( Q[r, r(1 - s_{12})/(s_{11} - s_{12})] < 0 \) for small \( r \), while if \( s_{11} > s_{12} > s_{22} \) then \( Q[r, r(1 - s_{12})/(s_{11} - s_{12})] > 0 \). In both cases the shape of the quadratic (4) entails that the smaller root \( \hat{x}'_1(s) \) is actually smaller than \( r(1 - s_{12})/(s_{11} - s_{12}) \).

Now consider the denominator of \( y_1 \) in (3), which can be expressed, using (8) as

\[
\frac{(s_{22} - s_{12})r(1 - s_{12})}{s_{11} - s_{12}} + O(r^2).
\]

(10)

If \( s_{22} > s_{12} \), \( s_{11} > s_{12} \), (10) is positive and \( \hat{y}_1 < 1 \) if \( (s_{11} - s_{12}) \hat{x}_1 > r(1 - s_{12}) \), which contradicts the previous paragraph. If \( s_{11} > s_{12} > s_{22} \) then (10) is negative and \( \hat{y}_1 < 1 \) if \( (s_{11} - s_{12}) \hat{x}_1 < r(1 - s_{12}) \), which is compatible with the previous paragraph. We conclude that when \( s_{11} > s_{12} > s_{22} \) and \( r \) is small, the asymmetric root corresponding at \( r = 0 \) to \( \hat{x}_1 = 0 \) moves into the interior of the frequency simplex. When \( s_{11}, s_{22} > s_{12} \) this root moves out of the simplex and is biologically invalid. A similar argument applies to the larger root (9), which is valid for small \( r \) if \( s_{22} > s_{12} > s_{11} \) and inadmissible for small \( r \) if \( s_{11}, s_{22} > s_{12} \).
Remark. Lessard and Karlin (1982) and Karlin and Lessard (1986, pp. 190–192) consider a particular case originally treated by Maffi and Jayakar, namely, $s_{11} = s_{12}$. In this case, under either of the conditions $s_{22} < s_{12}, 2s_{12} > 1$ or $s_{22} > s_{12}, 1 > 2s_{12}$ there is a single valid root of (4) and (5) provided $r(1 - 2s_{12})/(s_{22} - s_{12}) < 1$. Under these conditions, both fixations $\hat{x}_1 = \hat{y}_1 = \hat{z}_1 = 0$ and $\check{x}_1 = \check{y}_1 = \check{z}_1 = 1$ are locally unstable. (Note that Karlin and Lessard (p. 192) refer only to the case $s_{22} < s_{12}, 2s_{12} > 1$, but, for example, when $s_{22} = 0.6, s_{12} = s_{11} = 0.4$ and $r = 0.2$, the point $\hat{x}_1 = \hat{z}_1 = 0.64792, \check{y}_1 = 0.43195$ is a valid equilibrium.)

4. Stability Considerations

4.1. The Symmetric Point and Fixations Do Not Overlap in Stability

From Karlin and Lessard (1986) the condition for the stability of the fixation state $\hat{x}_1 = \check{y}_1 = \hat{z}_1 = 0$ is

$$r > \frac{s_{22} - s_{12}}{1 - 2s_{12}}$$

(11)

provided $1 > 2s_{12}, s_{22} > s_{12}$ or $1 < 2s_{12}, s_{22} < s_{12}$. For an admissible range of recombination values, this entails that $s_{22} < \frac{1}{2}$ in the case $s_{12} < \frac{1}{2}$, and $s_{22} > \frac{1}{2}$ in the case $s_{12} > \frac{1}{2}$. Let us concentrate on the case

$$\frac{1}{2} > s_{22} > s_{12}, \quad r > \frac{s_{22} - s_{12}}{1 - 2s_{12}},$$

in which case the fixation point is stable. In the Appendix, we show that the symmetric equilibrium

$$\hat{x}_1 = \hat{y}_1 = \hat{z}_1 = \frac{s_{22} - s_{12}}{s_{11} + s_{22} - 2s_{12}}$$

cannot be stable in the range of recombination values for which this fixation point is stable. An alternative proof for this can be deduced from Lessard's (1987) Result 1.

4.2. Stability of the Asymmetric Equilibria

Consider the point $\check{x}_1 = \check{z}_1 = 1, \hat{y}_1 = 0$. This is locally stable if $s_{11} < s_{12} < s_{22}$, while $\check{x}_1 = \check{z}_1 = 0, \hat{y}_1 = 1$ is locally stable if $s_{11} > s_{12} > s_{22}$. If these inequalities hold, then by continuity for $r$ sufficiently small, the corresponding equilibria (which have moved slightly away from the boundary into the interior of the frequency simplex by virtue of recombination)
are stable. In each case there is a single stable asymmetric equilibrium for sufficiently tight linkage.

For larger values of the recombination fraction, the local stability analysis of the asymmetric equilibria, even in the two-allele case, is algebraically very formidable. We shall report the results of extensive numerical iteration of system (1) according to the different arrangements of the sex-ratio determining parameters. These parameters were each chosen from a uniform distribution on (0, 1) and the ordering of \( s_{11}, s_{12}, s_{22} \) assigned at random. For each ordered set, 20 initial frequencies were inserted into the iteration of (1), which was carried out for an array of recombination values including \( r = 0 \) and \( r = 0.5 \). The following is a summary of the equilibrium patterns observed as \( r \) increased from 0 to 0.5.

**Case 1.** \( s_{11} > s_{12} > s_{22} \). Here, at \( r = 0 \), the only stable fixed point was \( \hat{x}_1 = \hat{z}_1 = 0, \hat{y}_1 = 1 \). As \( r \) increased, \( \hat{x}_1 = \hat{z}_1 \) increased and \( \hat{y}_1 \) decreased continuously as the equilibrium moved into the interior of the simplex, and this asymmetric polymorphic equilibrium was globally stable for all \( r \in [0, 0.5] \). With \( s_{22} > s_{12} > s_{11} \), the results here were as just described, except that the fixed point at \( r = 0 \) was given by \( \hat{x}_1 = \hat{z}_1 = 1, \hat{y}_1 = 0 \). Again as \( r \) increased, \( \hat{x}_1 = \hat{z}_1 \) decreased and \( \hat{y}_1 \) increased, and there was a unique globally stable polymorphic equilibrium for \( r \in [0, 0.5] \).

**Case 2.** \( s_{11} > s_{12} > s_{22} ; s_{22} > s_{12} > s_{11} \). Here, in both cases, there was a value \( r_0 \), such that for \( r < r_0 \), the unique asymmetric equilibrium was globally stable, while for \( r > r_0 \), one of the fixation states became stable and remained stable for all higher \( r \).

**Case 3.** \( s_{11} > s_{12}, s_{22} > s_{12} \) or \( s_{12} > s_{11}, s_{12} > s_{22} \). These classes are considered together because insofar as the behavior of the asymmetric equilibria for moderate and loose linkage is concerned, they appeared to be similar. In every numerical case treated, the findings of Maffi and Jayakar and Lessard for tight linkage were confirmed; as \( r \) increased from zero, there was cycling which stopped for a value \( r_0 \) of the recombination fraction (\( r_0 \) depended on \( \{s_{ij}\} \)) beyond which the symmetric equilibrium became stable. It remained stable for an interval of recombination values that depended on \( \{s_{ij}\} \). We observed cases in which this interval extended to \( r = 0.5 \), with no other stable equilibria revealed. Of more interest here are the cases in which (as predicted by Lessard) the symmetric equilibria gave way at some value \( r^* \) to two asymmetric equilibria, namely, the roots of (4) with (3). Three patterns of behavior were observed as \( r \) increased depending on the values of \( \{s_{ij}\} \):

(i) The asymmetric equilibria could remain stable for all \( r \in [r^*, 0.5] \).

(ii) At some value \( r_1 < \frac{1}{2} \), one of the asymmetric equilibria disappeared, giving way to one of the two corners \( \hat{x}_1 = \hat{y}_1 = \hat{z}_1 = 0 \) or
\( \hat{x}_1 = \hat{y}_1 = \hat{z}_1 = 1, \) and at a value \( \tilde{r}_2 \) with \( \tilde{r}_1 < \tilde{r}_2 < \frac{1}{2} \) the other asymmetric equilibrium gave way to the other corner. Thus, in the recombination interval \( (\tilde{r}_1, \tilde{r}_2) \), one asymmetric polymorphism and one fixation state were simultaneously stable, and in \( (\tilde{r}_2, \frac{1}{2}) \) the two fixations were stable.

(iii) A number of cases were observed in which \( \tilde{r}_2 \) extended to \( \frac{1}{2} \). In this case, the two fixation states were never simultaneously stable. Of course, the conditions predicting when one or both of the fixations become stable are given by (11), and its analogue with \( s_{11} \) substituted for \( s_{22} \).

5. Genetic Modification of Recombination with Sex-Ratio Distortion

Consider a third gene with alleles \( f_1 \) and \( f_2 \) such that the genotype \( f_1 f_1 \) produces a recombination fraction \( r_{11} \) between the \( M/m \) and \( A_1/A_2 \) loci, with \( r_{12} \) and \( r_{22} \) the recombination fractions corresponding to \( f_1 f_2 \) and \( f_2 f_2 \). The evolution of recombination, posed initially in this way by Nei (1967), has been studied by Feldman (1972), Feldman et al. (1980), and Liberman and Feldman (1986) in terms of the initial increase properties of allele \( f_2 \) near fixation of \( f_1 \). The population is originally fixed on \( f_1 \), and chromosomes \( f_1 M A_1, f_1 M A_2, f_1 m A_1, f_1 m A_2 \) evolve under the interacting forces of recombination \( (r_{11}) \) between \( M \) and \( A \) and whatever selection acts on the \( M \) and \( A \) genes. In the neighborhood of the equilibrium attained with \( f_1 \) fixed, \( f_2 \) is introduced in low frequency and the modification question boils down to determination of conditions for the initial increase of \( f_2 \). In the present case, the selection is due to the distortion matrix \( ||s_{ij}|| \). (See Karlin and Lessard (1986) for a discussion of the relationship between sex determination and two-sex viability models.)

It is obvious that for recombination between \( M/m \) and \( A_1/A_2 \) and initial increase at the \( f_1/f_2 \) locus to be related, there must be linkage disequilibrium between the two former genes. In other words, prior to the introduction of \( f_2 \), the population with \( f_1 \) fixed must evolve toward one of the asymmetric equilibria. In the neighborhood of this equilibrium, \( f_2 \) is introduced and we seek conditions that are sufficient for it to increase in frequency. In deterministic models with Mendelian segregation, constant viability selection, and random mating, the Reduction principle, which states that \( f_2 \) increases when rare if \( r_{12} < r_{11} \), seems to be a general result independent of the viability regime and of the degree of linkage between \( f_1/f_2 \) and the other two loci (Liberman and Feldman, 1986). The one previous model for the evolution of recombination in the presence of segregation distortion produced departures from the Reduction principle. To place the present work in context, we summarize these earlier results.

Thomson and Feldman (1974) examined the recombination-modification question for a two-gene model of segregation distortion originally proposed
by Prout et al. (1973). In that model, a locus with alleles \( M \) and \( m \) controlled the segregation in heterozygotes at another gene \( D/d \) which was also subject to viability selection. Suppose that the recombination fraction between the recombination controlling gene \( f_1/f_2 \) and \( D/d \) is \( s \), and \( f_1f_1, f_1f_2, \) and \( f_2f_2 \) produce recombination fractions \( r_{11}, r_{12}, r_{22}, \) respectively, between \( D/d \) and \( M/m \), and that there is no interference. Then Thomson and Feldman showed that, when the ordering of the genes was \( F-D-M \), the initial increase of \( f_2 \) when rare depended on \( s \). Thus, \( f_2 \) increased when rare provided

\[
(i) \quad 0 < s < r_{11} \quad \text{and} \quad r_{12} < r_{11} \quad (12a)
\]

or

\[
(ii) \quad s > r_{11} \quad \text{and} \quad r_{12} > r_{11}. \quad (12b)
\]

Conditions (12) and their analogs for increase of \( f_1 \) in the neighborhood of \( f_2 \)-fixation produce the following picture for the evolution of the \( f_1/f_2 \) locus.

**Case (i).** \( r_{11} < r_{12} < r_{22} \). Starting near fixation of \( f_1, f_2 \) is eliminated if \( s < r_{11} \) and \( f_2 \) increases if \( s > r_{11} \). Starting near fixation of \( f_2, f_1 \) increases if \( s < r_{22} \) and is lost if \( s > r_{22} \). Thus for \( r_{11} < s < r_{22} \) we expect a polymorphism at the recombination-controlling locus.

**Case (ii).** \( r_{11} < r_{22} < r_{12} \). Here when \( s > r_{22} \) both \( f_1 \) and \( f_2 \) increase when rare and polymorphism for \( f_1 \) and \( f_2 \) is expected.

**Case (iii).** \( r_{12} < r_{11} < r_{22} \). Here if \( s < r_{11} \) both \( f_1 \) and \( f_2 \) increase when rare and polymorphism is expected.

The other possible orderings of \( r_{11}, r_{12}, r_{22} \) are qualitatively contained in these three cases. These simple bounds on \( s \), in terms of \( r_{11} \) and \( r_{22} \), are probably a result of the simple selection scheme considered by Thomson and Feldman, which was the one Prout et al. (1973) analyzed most extensively. More complicated criteria for initial increase might well emerge from the model that incorporates the complete parameter set of Prout et al. (1973) as treated later by Thomson and Feldman (1976). Nevertheless, the simple parameter set suffices to produce violations of the Reduction principle and the existence of polymorphisms at \( f_1/f_2 \), even when there is directional ordering of the recombination rates.

We now present the results of our study of the evolution of recombination controlling alleles in the model of sex-ratio distortion. Analytical results have been difficult to obtain, but we present a few, and then proceed to outline the results of a numerical study. A qualitative pattern emerges which is in some ways similar to that described above for the segregation distortion model, but which also has a number of interesting complications.
5.1. Analytical Results concerning Initial Increase of Recombination Modifiers

With two alleles at each of the three loci, the local stability of fixation in \( f_1 \), where the recombination fraction is \( r_{11} \), to invasion by \( f_2 \) is determined by the eigenvalues of a 6\( \times \)6 matrix which we refer to as \( L \). The recombination fraction for \( f_1 f_2 \) is \( r_{12} \) and the first analytical result is that, when \( r_{11} = r_{12} \) and interference is sufficiently low, the largest eigenvalue of \( L \) is unity. This is a consequence of the fact that the determinant \( |I - L| \) vanishes and each of the five principal minors of \( I - L \) is positive (Gantmacher, 1959, pp. 68-72). In the presence of arbitrary interference, the determinant \( |I - L| \) vanishes, but we have not been able to demonstrate the positivity of the principal minors. The algebraic details of these facts are omitted.

When \( s = 0 \) (and there is no interference), \( L \) splits into a 2\( \times \)2 and a 4\( \times \)4 matrix. After some algebra, it is possible to show that the leading eigenvalue of the 2\( \times \)2 matrix is greater than unity if \( r_{12} < r_{11} \), less than unity if \( r_{12} > r_{11} \) and, according to the previous paragraph, equal to unity if \( r_{11} = r_{12} \). Exactly the same is also true of the 4\( \times \)4 block of \( L \). Hence for \( s = 0 \), and indeed for \( s \) sufficiently small, an allele that reduces recombination will invade. The dynamics subsequent to invasion are of considerable interest and the next result describes a class of polymorphisms for recombination-controlling alleles.

Polymorphism at loci which control recombination as well as mutation and migration has been a focus of our recent work on modifiers (Feldman and Liberman, 1986). In light of our discoveries about polymorphism in these models, which do not involve departures from Mendelian segregation, the following result which holds for the present case of sex-ratio distortion, as well as for Prout et al.'s general model of segregation distortion, is of some interest.

5.2. Existence of the Viability-Analogous Hardy-Weinberg Equilibrium

Suppose that \( r_{12} < r_{11}, r_{22} \) or \( r_{12} > r_{11}, r_{22} \). Then in the standard one-locus selection model with viabilities represented by \( r_{11}, r_{12}, r_{22} \), a polymorphic equilibrium exists with the frequencies of \( f_1 \) and \( f_2 \) given by \( \hat{p}_1 \) and \( \hat{p}_2 \) with

\[
\hat{p}_1 = (r_{22} - r_{12})/(r_{11} + r_{22} - 2r_{12}),
\]

\[
\hat{p}_2 = (r_{11} - r_{12})/(r_{11} + r_{22} - 2r_{12}),
\]

and equilibrium mean viability given by

\[
r^* = \hat{p}_1^2 r_{11} + 2\hat{p}_1 \hat{p}_2 r_{12} + \hat{p}_2^2 r_{22}.
\]
Suppose also that an asymmetric equilibrium of the recursion system (1) exists (there may be two of these) for the recombination rate $r^*$ and is given by $x_1^*, y_1^*, z_1^* = x_1^*$. Then there is an equilibrium of the full three-locus system with frequencies

$$
\{x_1^* \hat{p}_1, x_2^* \hat{p}_1, y_1^* \hat{p}_1, y_2^* \hat{p}_1, z_1^* \hat{p}_1 = x_2^* \hat{p}_1, z_2^* \hat{p}_1 = x_2^* \hat{p}_1, x_1^* \hat{p}_2, x_2^* \hat{p}_2, y_1^* \hat{p}_2, y_2^* \hat{p}_2, z_1^* \hat{p}_2, z_2^* \hat{p}_2 = x_2^* \hat{p}_2 \},
$$

We have termed this a viability-analogous Hardy–Weinberg equilibrium to emphasize that the recombination rates behave as viabilities and that there is linkage equilibrium between $f_1/f_2$ and the two-locus system \{M/m, A_1/A_2\}.

*Remark 1.* In our previous studies of VAHW equilibria for recombination modifiers with Mendelian segregation, we have proved that these equilibria are internally stable or unstable according to whether $s$ is sufficiently large or small, respectively (Feldman and Krakauer, 1976; Liberman and Feldman, 1986).

*Remark 2.* If, as in Case (i) of the segregation-distortion study by Thomson and Feldman, there is a polymorphism with $r_{11} < r_{12} < r_{22}$ it cannot be VAHW. Polymorphisms that do not have the VAHW structure have been detected before in models with Mendelian segregation, but have proven to be particularly difficult to analyze (Feldman and Balkau, 1973).

5.3. Numerical Results on Evolution of Recombination Modifiers

In order to study the dynamics of recombination modification for large values of $s$, general distortion $\|s_y\|$ matrices were chosen uniformly on (0, 1) and tested for existence of stable asymmetric equilibria for some range of recombination rates in the two-locus system. Values of $r_{11}, r_{12}, r_{22}$ were then chosen so that either $r_{11}$, or $r_{22}$, or both were within this range. Numerical iteration of the full three-locus system was then commenced from initial frequencies close to the asymmetric equilibrium corresponding either to fixation of $f_1(r_{11})$ or of $f_2(r_{22})$. In a number of cases iteration was begun from initial frequencies near the VAHW if it existed. In all cases the fate of $f_1$ and $f_2$ was tracked for an array of $s$ values in $[0, \frac{1}{2}]$. In all cases we found it difficult to detect patterns of evolutionary behavior at the $f_1/f_2$ locus that reflected the ordering of the distortion patterns $s_{11}, s_{12}, s_{22}$. We were able, however, to distinguish patterns that reflected the ordering of $r_{11}, r_{12}, r_{22}$. We develop these in terms of the three orderings $r_{11} < r_{12} < r_{22}$, $r_{11} < r_{22} < r_{12}$, $r_{12} < r_{11} < r_{22}$.
Case 1. Directional, \( r_{11} < r_{12} < r_{22} \). As demonstrated analytically, for \( s \) small \( f_2 \) is eliminated when initially rare. In fact, for small \( s \) the population is globally attracted to fixation in \( f_1 \). In some cases this outcome was observed for \( s \leq \frac{1}{2} \), but in others there were values \( \hat{s} \) and \( \tilde{s} \) such that for \( \hat{s} < s < \tilde{s} \) the population was globally attracted to a polymorphic equilibrium. This polymorphism, which of course is not VAHW, is of considerable interest. It is characterized by varying with \( s \) and by the identities

\[
\begin{align*}
    f_1 m & \quad \text{from females} = f_1 m & \quad \text{from males}, \\
    mA_i & \quad \text{from females} = mA_i & \quad \text{from males}.
\end{align*}
\]

(16a) (16b)

In view of the dependence of this nonVAHW equilibrium on \( s \), it is not surprising that we have been unable to obtain an analytic expression for it. In most cases where \( \hat{s} < \frac{1}{2} \), with \( \hat{s} < s < \tilde{s} \) the population fixed globally on \( f_2 \), although in one case both asymmetric equilibria corresponding to fixation in \( f_1 \) and \( f_2 \) were stable for \( s \) close to 0.5. In some cases we failed to observe the interval \((\hat{s}, \tilde{s})\). This may simply mean that our parameter grid was not fine enough, or that in fact there is a sharp discontinuity in \( s \) above and below which high and low recombination, respectively, are favored.

Case 2. \( r_{11} < r_{22} < r_{12} \). Recall that in the case of Mendelian segregation, the VAHW equilibrium, which may exist in this case, is not stable when the heterozygote has the highest recombination rate. For \( s \) small, neither \( f_1 \) or \( f_2 \) can increase when rare. There are two values of \( s \) which we denote \( s^- \) and \( s^+ \) such that for \( s < s^- \), \( f_2 \) is lost when rare and for \( s < s^+ \), \( f_1 \) is lost when rare. For \( s < s^* = \min(s^-, s^+) \) both fixation in \( f_1 \) and \( f_2 \) are stable. It is possible that \( s^* \geq \frac{1}{2} \) and that this is the whole picture. More often, however, \( s^* = \max(s^-, s^+) < \frac{1}{2} \) and for \( \frac{1}{2} \geq s > s^* \), the population converges globally to the VAHW equilibrium. In these examples, for \( s \in (s^-, s^+) \), \( f_2 \) increases from near fixation in \( f_1 \) and the population converges to a nonVAHW equilibrium, while from near fixation in \( f_2 \), \( f_1 \) is lost. Thus for \( s \in (s^-, s^+) \) the nonVAHW polymorphic equilibrium and fixation in \( f_2 \) are simultaneously stable.

Case 3. \( r_{12} < r_{11} < r_{22} \). In all cases, at \( s = 0 \) the population converged to one of two "high complementarity" equilibria. These have either \( f_1mA_1 \), \( f_1mA_2 \), \( f_2MA_1 \), \( f_2MA_2 \) present with the first two equally frequent in males and females, and the frequencies of \( mA_1 \) and \( MA_1 \) equal to those at an asymmetric equilibrium with recombination rate \( r_{12} \), or the analogous arrangement with \( f_1MA_1 \), \( f_1MA_2 \), \( f_2mA_1 \), \( f_2mA_2 \). For \( 0 < s < s^* \) the VAHW equilibrium was globally stable and in some cases \( s^* \) extended to 0.5. When \( \frac{1}{2} > 3s \) two values \( s \geq s^* \) and \( 2s \geq s^* \) were observed such that for
$s > s_1$, fixation in $f_1$ was stable and for $s > s_2$, fixation in $f_2$ was stable. For $s > \max(s_1, s_2)$ both fixations were stable, and in some cases we found $s = s_1 = s_2$. (This may be an artifact of an insufficiently fine search for non-VAHW equilibria.) When $s < \min(s_1, s_2)$, then for $s \in (s_1, \min(s_1, s_2))$, we observe two distinct non-VAHW stable equilibria. For $s \in (s_1, s_2)$ fixation in $f_1$ was simultaneously stable with a single non-VAHW equilibrium.

6. DISCUSSION

The symmetric and asymmetric equilibria of the two-locus sex-ratio distortion model have stability properties analogous to those of the equilibria with linkage equilibrium and linkage disequilibrium in the segregation distortion model of Prout et al. (1973). The symmetric equilibrium is stable in an interval of recombination values always bounded away from zero, and often bounded away from one half. By contrast, with Mendelian segregation, if $D = 0$ is stable for some $r_0$, it is stable for $r > r_0$. In this case when a polymorphism with $D \neq 0$ is stable, it generally occurs for tight linkage. In the sex-ratio distortion case we observe that asymmetric equilibria can be stable for $r$ large. In addition, in cases where, for example, $s_11 > s_{12} > s_{22}$, our new finding is that asymmetric equilibria may be stable near $r = 0$. These asymmetric equilibria appear to bifurcate from high complementarity equilibria at $r = 0$, such as the one in which $mA_1$ and $MA_2$ are the only chromosomes represented. Overall, the general finding with Mendelian segregation, that equilibrium values of $D$ decrease with increasing recombination, appears to be violated in the presence of segregation distortion.

A similar departure from Mendelian expectation characterizes our results on recombination modification. Although the findings are not as simple as those of Thomson and Feldman (1974), there are some important similarities. First, the Reduction principle is valid for sufficiently tight linkage between the modifier and the major genes. For loose linkage, however, the principle is violated in interesting ways.

Viability-analogous Hardy-Weinberg equilibria have been shown to exist in the presence of segregation distortion. However, we have seen that their stability properties are dramatically different from those we demonstrated with Mendelian segregation. Thus, VAHW equilibria may be stable in a range of $s$ values bounded away from $\frac{1}{2}$. Further, depending on the ordering of $r_{11}, r_{12}, r_{22}$, another class of equilibria polymorphic for the recombination modifier may be stable for $s$ on either side of the range of stability of the VAHW equilibrium.

Our analysis has been carried out with two alleles at each locus. There is every reason to believe that the anomalous equilibrium properties
catalogued here will also arise when there are multiple A-alleles and multiple alleles at the recombination controlling locus. Altenberg and Feldman (1987) suggested that these anomalies are connected with the "nonlinear" mathematical structure of the transmission law of chromosomes from generation to generation. With segregation distortion models, it would be useful to develop a more precise understanding of the mathematical underpinnings of the breakdown in reduction properties.

**APPENDIX 1**

The local stability matrix for the symmetric equilibrium is given as Table I. We begin by showing that under the conditions which produce stability of the fixation state, at $r = \frac{1}{2}$ this fixation and the symmetric point cannot both be stable. Lessard has several results concerning what happens at $r = \frac{1}{2}$. In the two-allele case these are considerably simpler.

The reason for this is that the local stability matrix simplifies in this case so that the 2, 1 element equals the 2, 2 element and the 3, 1 element equals the 3, 2 element at $r = \frac{1}{2}$. As a result, the value of the characteristic cubic at $\lambda = 1$ reduces to

$$\frac{1}{2}[1 - s_{12}/2\bar{s} - (1 - s_{12})/(2(1 - \bar{s}))]$$  \hspace{1cm} (A1)

where $\bar{s}$ is the equilibrium fraction of males, namely,

$$\bar{s} = (s_{11}s_{22} - s_{12}^2)/(s_{11} + s_{22} - 2s_{12}).$$

Stability of the central point requires that

$$2\bar{s}(1 - \bar{s}) - s_{12}(1 - \bar{s}) - \bar{s}(1 - s_{12}) < 0.$$  \hspace{1cm} (A2)

We now show that under the conditions stated above, this is impossible. It should be noted that the matrix in Table I may not be positive, so that condition (A2) is not, in general, sufficient for stability of the central point.

**TABLE I**

<table>
<thead>
<tr>
<th>Local Stability Matrix$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/2</td>
</tr>
<tr>
<td>$(\hat{s}^{-1})[(\hat{y}<em>{1}(1 - \hat{y}</em>{1})s_{11} + s_{22} - 2s_{12}) + rs_{12}]$</td>
</tr>
<tr>
<td>$(1 - \hat{s})^{-1}[1 - \hat{y}<em>{1}(1 - \hat{y}</em>{1}) - \hat{y}<em>{2}\hat{s}</em>{1} - r(1 - s_{12})]$</td>
</tr>
</tbody>
</table>

$^a$ $\hat{s}$ is the value of $\sum s_i \hat{x}_i, \hat{y}_j$ at the equilibrium $\{\hat{x}_i\}, \{\hat{y}_j\}$. 


Algebraic expansion of the left side of (A2) produces
\[
(\bar{s} - s_{12})(1 - 2s) = \frac{-(s_{11} - s_{12})(s_{22} - s_{12})[2s_{11}s_{22} - 2s_{12}^2 - s_{11} - s_{22} + 2s_{12}]}{(s_{11} + s_{22} - 2s_{12})^2},
\]
which is negative if the last bracket in the numerator is positive. Clearly for this we require
\[
s_{11}(2s_{22} - 1) + 2s_{12}(1 - s_{12}) - s_{22} > 0
\]
or, since \(s_{22} < \frac{1}{2}\),
\[
s_{11} < \frac{2s_{12}(1 - s_{12}) - s_{22}}{1 - 2s_{22}}. \tag{A4}
\]

Now for the existence of the symmetric point, it is necessary that \(s_{11} > s_{12}\) (since by assumption \(s_{22} > s_{12}\)). Thus, (A4) must be compatible with \(s_{11} > s_{12}\). We show that this is impossible, and in fact
\[
s_{12} > \frac{2s_{12}(1 - s_{12}) - s_{22}}{1 - 2s_{22}}. \tag{A5}
\]
To see that (A5) is true, note that it reduces to
\[
s_{12}(1 - 2s_{22}) > 2s_{12}(1 - s_{12}) - s_{22}
\]
or
\[
s_{12}(1 - 2s_{12}) < s_{22}(1 - 2s_{12})
\]
which is true since \(s_{12} < s_{22}\). We conclude that at \(r = \frac{1}{2}\), overlap in stability is impossible.

I now show that, in fact, the symmetric equilibrium
\[
\hat{x}_1 = \hat{y}_1 = \hat{z}_1 = \frac{s_{22} - s_{12}}{s_{11} + s_{22} - 2s_{12}}
\]
is unstable at
\[
r = \frac{s_{22} - s_{12}}{1 - 2s_{12}} \quad \text{and} \quad r = \frac{s_{11} - s_{12}}{1 - 2s_{12}}.
\]

Return to the matrix in Table I. It is easy to see that the value of the characteristic polynomial is linear in the recombination fraction. If this
value is positive at \( r = (s_{22} - s_{12})/(1 - 2s_{12}) \) and \( r = (s_{11} - s_{12})/(1 - 2s_{12}) \) then, since it is positive at \( r = \frac{1}{2} \), it is positive in the interval

\[
\min \left( \frac{s_{22} - s_{12}}{1 - 2s_{12}}, \frac{s_{11} - s_{12}}{1 - 2s_{12}} \right), \frac{1}{2}
\]

in which case the symmetric point is unstable in this range.

The value of the characteristic polynomial at \( \lambda = \text{unity} \) is

\[
\frac{1}{2} \left\{ \alpha \beta + r \left[ \beta \frac{s_{12}}{\bar{s}} + \frac{\alpha(1 - s_{12})}{1 - \bar{s}} \right] \right\}, \tag{A6}
\]

where

\[
\alpha = \frac{\hat{x}_1(1 - \hat{x}_1)(s_{11} + s_{22} - 2s_{12})}{\bar{s}}
\]

\[
\beta = -\frac{\hat{x}_1(1 - \hat{x}_1)(s_{11} + s_{22} - 2s_{12})}{1 - \bar{s}}.
\]

We expand (A6) as

\[
\frac{1}{2} \left\{ \frac{-\hat{x}_1^2(1 - \hat{x}_1)^2}{\bar{s}(1 - \bar{s})} \frac{(s_{11} + s_{22} - 2s_{12})^2}{\bar{s}(1 - \bar{s})} \right\}
\]

\[
+ r \left\{ \frac{-s_{12}\hat{x}_1(1 - \hat{x}_1) + (1 - s_{12})\hat{x}_1(1 - \hat{x}_1)}{\bar{s}(1 - \bar{s})} \right\} (s_{11} + s_{22} - 2s_{12})
\]

\[
= \frac{\hat{x}_1(1 - \hat{x}_1)(s_{11} + s_{22} - 2s_{12})}{2\bar{s}(1 - \bar{s})}
\]

\[
\times \left\{ \frac{-s_{12}\hat{x}_1(1 - \hat{x}_1) + (1 - s_{12})\hat{x}_1(1 - \hat{x}_1)}{\bar{s}(1 - \bar{s})} \right\}
\]

\[
= \frac{\hat{x}_1(1 - \hat{x}_1)(s_{11} + s_{22} - 2s_{12})}{2\bar{s}(1 - \bar{s})}
\]

\[
\times \left\{ \frac{-s_{12}(s_{12} - s_{12})}{s_{11} + s_{22} - 2s_{12}} + (s_{22} - s_{12}) \right\}
\]

\[
= \frac{\hat{x}_1(1 - \hat{x}_1)(s_{11} + s_{22} - 2s_{12})}{2\bar{s}(1 - \bar{s})}
\]

\[
\times \left\{ \frac{(s_{22} - s_{12})^2}{(s_{11} + s_{22} - 2s_{12})^2} \right\}
\]

\[
> 0, \tag{A7}
\]
in the case $r = (s_{22} - s_{12})/(1 - 2s_{12})$. When $r = (s_{11} - s_{12})/(1 - 2s_{12})$ interchange $s_{22}$ and $s_{11}$ in (A7), with the same positive result. This concludes the proof that the fixation states and the symmetric point cannot overlap in stability.
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