Microscale reservoir effects on microbial sulfur isotope fractionation
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Abstract

Microbial sulfate reduction can impart strong sulfur isotope fractionation by preferentially using the lighter $^{32}$SO$_4^{2-}$ over the heavier $^{34}$SO$_4^{2-}$. The magnitude of fractionation depends on a number of factors, including ambient concentrations of sulfate and electron donors. Sulfate isotope compositions in sedimentary rocks thus facilitate reconstruction of past environmental conditions, such as seawater sulfate concentrations, primary productivity, organic carbon burial, and sulfur fluxes into or out of the ocean. Knowing the processes that regulate the magnitude of sulfur isotope fractionation is necessary for the correct interpretation of the geological record, but so far theoretical work has focused mostly on internal cellular processes. In sulfate-limited environments, like low sulfate lakes and the Archean ocean, microbial sulfate reduction can lead to sulfate depletion in the water column and an enrichment in isotopically heavy sulfate. This reservoir effect in turn mutes the fractionation expressed in the water column and ultimately preserved in sediments relative to the biologically induced fractionation. Here we use mathematical modeling to show that similar reservoir effects can also appear at the microscale in close proximity to sulfate-reducing cells. These microscale reservoir effects have the potential to modulate sulfur isotope fractionation to a considerable degree, especially at low (micromolar) sulfate concentrations. As a result, background sulfate concentrations, sulfate reduction rates, and extracellular ion diffusion rates can influence the fractionation expressed even if the physiologically induced fractionation is constant. This has implications for the interpretation of biogenic sulfur isotope fractionations expressed in the geological record, because the correct estimation of the environmental conditions that would promote these fractionations requires consideration of microscale reservoir effects. We discuss these implications, and demonstrate the integration of microscale reservoir effects into geobiological models for low sulfate marine water columns, as perceived for the Archean ocean.
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1. INTRODUCTION

Measurements of sulfur (S) isotopes in marine sediments and sedimentary rocks provide a means for reconstructing past changes in the S cycle and, by extension, S isotopes provide a window into the co-evolution of earth surface chemistry and life through time (Canfield and Teske,
Robust reconstructions of the S-cycle from the past, then, depend on an accurate and complete description of factors leading to the deposition and preservation of S isotope signals in sediments. The more detailed our knowledge of the processes that control the magnitude of S isotope fractionation, the more fully we can unpackage the wealth of information stored in the geological record (Strauss, 1997). Decades of experimental and theoretical work have shown that by favoring the reaction of $^{32}$S relative to $^{34}$S, microbial reduction of sulfate to hydrogen sulfide (MSR) has the capacity to impart large S isotope fractionations that approach those expected at thermodynamic equilibrium ($^{32}$S enrichment up to 66‰; Brunner and Bernasconi, 2005; Canfield et al., 2010a; Sim et al., 2011a). $^{32}$S-enriched sulfides can ultimately be preserved as isotopically light S in sedimentary pyrite. Other microbial sulfur metabolisms, such as sulfur disproportionation, also cause large fractionations that can impart additional signals to the geological record (Canfield and Thamdrup, 1994; Canfield and Teske, 1996), whereas abiotic processes like thermochemical sulfur reduction typically impart little fractionation (Machel et al., 1995). Notable exceptions are the photochemical reactions of volcanic SO$_2$ that take place in the upper atmosphere. These photochemical reactions can impart appreciable S isotope fractionation ($^{34}$S$_{ele}^{32}$S$_{sulf}$) and are also accompanied by a strong mass-independent effect that can be observed through simultaneous measurements of all 4 S isotopes (Farquhar et al., 2000; Savarino et al., 2003). In many cases, however, the overriding control on the S isotopic composition of marine sediments stems from the magnitude of the fractionation imparted as the result of MSR.

Much work has focused on determining the microbial controls on the magnitude of S isotope fractionation during MSR, with most work revealing direct relationships to extracellular sulfate concentrations and inverse relationships to cell specific sulfate reduction rates, all else being equal (Harrison and Thode, 1958; Chambers et al., 1975; Habicht et al., 2002, 2005). More recent work has used quantitative metabolic modeling to show how extracellular sulfate concentrations combine with cellular physiology and electron donor supply to regulate the magnitude of the S isotope fractionation expressed under a given set of conditions (Brunner and Bernasconi, 2005; Johnston et al., 2007; Hoek and Canfield, 2008; Wing and Halevy, 2014). Further physiological work has developed a simplified framework for interpreting the magnitude of expressed S isotope fractionation, based on sulfate uptake affinity and electron donor availability (Bradley et al., 2015). Together, studies to date paint a coherent picture that describes the magnitude of S isotope fractionation expressed during MSR in terms of how open the cell is to sulfate exchange. At one extreme, extracellular sulfate is abundant, electron donor supply is low, and therefore cell-specific sulfate reduction rates are also low. In this case, sulfate is relatively free to exchange into and out of the cell and expressed S isotope fractionations are large (Canfield et al., 2010a; Sim et al., 2011a; Leavitt et al., 2013), possibly approaching the equilibrium fractionation between sulfate and sulfide ($\sim 71\%$ at 25 °C; Otake et al., 2008) depending on the reversibility of intermediate reactions within the cell. At the other extreme, sulfate concentrations are low, electron donor availability is high and therefore cell-specific sulfate reduction rates are also high. In this case, sulfate has limited exchange into and out of the cell and since sulfate reduction is nearly quantitative, the expressed fractionation is negligible (Sim et al., 2011b; Wing and Halevy, 2014). Any number of intermediate scenarios are also possible, and nutrient limitation or co-limitation can also affect the expressed fractionation (Sim et al., 2011b, 2012). It should be emphasized, however, that specific relationships between sulfate uptake and exchange, electron donor supply, cell-specific sulfate reduction rate and the magnitude of S isotope fractionation are all strain-specific and depend on the relevant enzymatic efficiencies in the organisms involved (Bradley et al., 2015).

Beyond organismal considerations on the magnitude of S isotope fractionation expressed (Kaplan and Rittenberg, 1964; Wing and Halevy, 2014), environmental conditions also play a role in dictating the magnitude of fractionation recorded in sediments. For example, low sulfate conditions or high MSR rates can lead to reservoir effects whereby sulfate concentrations are drawn down leading to the enrichment of the residual sulfate pool in isotopically heavy sulfate (Gomes and Hurtgen, 2013; Crowe et al., 2014b; Gomes and Hurtgen, 2015). Such reservoir effects typically operate to mute the fractionation recorded in sediments (the apparent or expressed fractionation) relative to the magnitude of the induced organismal fractionation (true fractionation). These reservoir effects are typically thought to develop at the basin-scale, where the restriction of water movements, for example through the development of strong vertical density gradients, limits the re-supply of sulfate. A spectacular example of such reservoir effects takes place in Lake Matano, Indonesia, where MSR expresses fractionation above 35‰, but due to sulfate drawdown the fractions recorded in underlying sediments are on the order of 7.5‰ (Crowe et al., 2014b). Such reservoir effects are common in lakes with low to moderate sulfate concentrations, and may have developed under the low-sulfate marine conditions of the Archean Eon. Similar reservoir effects may also develop at the microscale. For example, it is well known that microorganisms can consume nutrient substrates at rates which cause substrate supply to the cell surface to become diffusion limited (Pasciak and Gavis, 1974). In principle, then, if sulfate supply to cell surfaces becomes diffusion limited, reservoir effects may also develop at the microscale, affecting the expression of S isotope fractionation. In a recent study in marine sediments, Raven et al. (2016) found a surprising 30% offset between power water sulfide and pyrite. To explain this offset, the authors proposed that pyrite is formed within microbial aggregates or biofilms, and thus reflects the immediate products of microbial sulfate reduction, in contrast to porewater sulfide, which may be equilibrated with relatively $^{34}$S-enriched organic sulfur. Hence, extracellular processes occurring at the microscale can strongly influence the way we interpret $^{34}$S signatures in the rock record. Here we modeled extracellular sulfate transport to evaluate the extent to which
microscale reservoir effects might develop and influence S isotope fractionation. We find that such effects can indeed appear and we explore their possible implications for interpreting patterns of S isotope fractionation in laboratory experiments and preserved in the geological record.

2. METHODS

2.1. Overview

We used a partial differential equation based diffusion model to describe extracellular sulfate transport and the concentration gradients that develop in the proximity of single sulfate-reducing cells. We assumed a spherical cell, a homogenous steady sulfate flux across its entire surface and a constant background sulfate concentration and isotope composition. We solved the time-independent (i.e., steady-state) diffusion equation analytically to obtain solutions for the sulfate profile established as a balance between background sulfate concentrations and sulfate fluxes into the cell. Using the solutions obtained, we calculated the difference between the sulfate S isotopic composition in proximity to the cell (i.e., immediately outside of the cell membrane), when compared to the background composition. This difference, responsible for the reservoir effect discussed below, depends on the diffusion coefficients of the sulfate isotopologues in the surrounding medium, the S isotope fractionation imparted by cellular metabolism, the cell size, sulfate uptake rates, as well as background sulfate concentrations and isotopic compositions. We do not discuss the internal enzymatic mechanisms responsible for cellular S isotope fractionation, but an extensive theoretical literature exists on the topic (Rees, 1973; Brunner and Bernasconi, 2005; Johnston et al., 2007; Wing and Halevy, 2014). Rather, we set cellular isotopic fractionation explicitly. Similarly, we do not discuss specific mechanisms used for trans-membrane sulfate transport (Kertesz, 2001); instead, given a particular sulfate uptake rate, we calculate the corresponding extracellular concentration gradient and the resulting reservoir effect. In addition to the steady-state case, we also solved the time-dependent diffusion equation for the extracellular sulfate profile numerically, in order to examine the transient dynamics of sulfate gradient formation.

We then demonstrate how microscale reservoir effects can be incorporated into large-scale geological models for S isotope fluxes, using the Archean ocean water column as an example.

2.2. Model derivation

2.2.1. Steady-state extracellular sulfate profiles

In the following, we derive the extracellular sulfate isotopologue gradients that develop under steady-state, when a single spherical sulfate-reducing cell is immersed in a large reservoir of uniform sulfate isotopologue concentrations. Our calculations build on well-established concepts from previous literature on substrate uptake rates by planktonic microorganisms (Purcell, 1977; Koch, 1990, 1996). Under the assumptions stated above, at steady state the extracellular concentration profile of any sulfate isotopologue satisfies the following partial differential equation (Laplace’s equation in spherical coordinates) as a function of radial distance \( r \) from the cell centre:

\[
\frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial U_i(r)}{\partial r} \right) = 0,
\]

where \( i \) stands for either “32” or “34” depending on the isotopologue, i.e., \( U_{32} = [32\text{SO}_4^2^-] \) and \( U_{34} = [34\text{SO}_4^2^-] \). In addition, \( U_i \) satisfies the boundary conditions

\[
D_i \frac{\partial U_i}{\partial r} \bigg|_{r=R} = J_i \frac{1}{4\pi R^2}, \quad U_i |_{r=\infty} = S_i,
\]

where \( R \) is the cell radius, \( D_i \) is the extracellular diffusion coefficient for the isotopologue, \( J_i \) is the cell-specific sulfate reduction rate (csSRR) and \( S_i \) is the background (i.e., far from the cell) concentration of the isotopologue (symbol overview in Table 1). Solving Eqs. (1) and (2) is straightforward (Evans, 2010) and yields the steady-state extracellular concentration profile

\[
U_i(r) = S_i - \frac{J_i}{4\pi D_i r}.
\]

Note that \( U_i(r) \) decreases as the distance \( r \) becomes smaller, since diffusion limitation during microbial sulfate reduction leads to the formation of a sulfate-depleted zone around the cell. The steady-state concentration immediately outside of the cell membrane (“near the cell”), henceforth denoted \( S_N \), is obtained from Eq. (3) as \( S_N = U_i(R) \), that is:

\[
S_N = S_i - \frac{J_i}{4\pi D_i R}.
\]

Observe that \( S_N \) is established as a balance between sulfate uptake across the cell membrane and supply from the bulk medium. In particular, for smaller cells (smaller \( R \)), the same sulfate uptake rates in the same bulk medium would lead to stronger extracellular sulfate gradients and a lower near-cell sulfate concentration \( S_N \). Also note that the above equation implies the existence of an upper bound for the flux \( J_i \), namely \( J_i \leq 4\pi D_i R S_i \), above which fluxes cannot be sustained by extracellular diffusion rates (Shaw et al., 2015). This physical limit becomes particularly relevant for prokaryotic cells at low substrate concentrations (Koch, 1996), and does not depend on the nature of transport systems on the cell’s membrane.

2.2.2. Induced versus expressed fractionation

In the previous section we derived the steady-state concentration profile for each sulfate isotopologue, as a function of its background concentration \( (S_i) \) and its cell-specific reduction rate \( (J_i) \), that is, if \( S_i \) and \( J_i \) were independently specified. In general, the isotopologue reduction rates \( J_{32} \) and \( J_{34} \) are tightly coupled and depend on the S isotope fractionation by the cell (i.e. the preferential use of one isotopologue over the other) as well as the near-cell isotopologue concentrations. S isotope fractionation during microbial sulfate reduction is conventionally described by a fractionation factor, \( \alpha \), defined as the ratio of reduced \( ^{32}\text{SO}_4^- \) over reduced \( ^{34}\text{SO}_4^- \), divided by the ratio of available \( ^{32}\text{SO}_4^- \) over available \( ^{34}\text{SO}_4^- \) (Harrison and
Table 1
Overview of physical variables considered in this study. The subscript \( i \) stands for either “\( ^{32} \)” or “\( ^{34} \)”, depending on the S isotopologue considered. Ranges are provided for variables that were explicitly set based on literature values.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Typical units</th>
<th>Range</th>
<th>Literature</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t )</td>
<td>time</td>
<td>days</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \rho )</td>
<td>distance from cell center</td>
<td>( \mu )m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \tau )</td>
<td>unit-less time ( (t = \rho / (R^2 / D)) )</td>
<td>–</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( x )</td>
<td>unit-less distance from cell center ( (x = \rho / R) )</td>
<td>( \mu )m</td>
<td>0.25–1.0</td>
<td>Widdel and Bak (1992) and Nauhaus et al. (2007)</td>
</tr>
<tr>
<td>( R )</td>
<td>cell radius</td>
<td>( \mu )m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( D_i )</td>
<td>sulfate diffusion coefficient</td>
<td>( \text{m}^2 / \text{s} )</td>
<td>2–5.6 ( \times ) ( 10^{-10} )</td>
<td>Iversen and Jrgensen (1993)</td>
</tr>
<tr>
<td>( D_i' )</td>
<td>sulfate transport coefficient for swimming cells, Eq. (42)</td>
<td>( \text{m}^2 / \text{s} )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( v )</td>
<td>cell swimming speed</td>
<td>( \mu )m/s</td>
<td>10–600</td>
<td>Fenchel (1994) and Kirboe and Jackson (2001)</td>
</tr>
<tr>
<td>( U_{i}(\rho) )</td>
<td>sulfate isotopologue concentration profile</td>
<td>( \mu )M</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( J_i )</td>
<td>cell-specific sulfate reduction rate (csSRR) per isotopologue</td>
<td>fmol/(cell-day)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( J_{max} )</td>
<td>total csSRR</td>
<td>fmol/(cell-day)</td>
<td>20–200</td>
<td>Detmers et al. (2001)</td>
</tr>
<tr>
<td>( S_i )</td>
<td>background sulfate concentration (per isotopologue)</td>
<td>( \mu )M</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( S )</td>
<td>background sulfate concentration (both isotopologues)</td>
<td>( \mu )M</td>
<td>0–100</td>
<td>Habicht et al. (2002)</td>
</tr>
<tr>
<td>( \tilde{S}_i )</td>
<td>near-cell sulfate concentration (per isotopologue)</td>
<td>( \mu )M</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \tilde{S} )</td>
<td>near-cell sulfate concentration (both isotopologues)</td>
<td>( \mu )M</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \varepsilon )</td>
<td>expressed fractionation factor ( \text{w.r.t. background sulfate pool} )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \varepsilon^{34} )</td>
<td>induced fractionation factor ( \text{w.r.t. near-cell sulfate pool} )</td>
<td>( % )e</td>
<td>1.0–1.071</td>
<td>Wing and Halevy (2014)</td>
</tr>
<tr>
<td>( \varepsilon^{32} )</td>
<td>induced fractionation factor ( \text{w.r.t. near-cell sulfate pool} )</td>
<td>( % )e</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( r )</td>
<td>background sulfate isotopologue ratio ( (S_{34}/S_{32}) )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \tilde{r} )</td>
<td>near-cell sulfate isotopologue ratio ( (\tilde{S}<em>{34}/\tilde{S}</em>{32}) )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \Delta^{34} )</td>
<td>S isotopic composition ( \text{w.r.t. Canyon Diablo Troilite} )</td>
<td>( % )e</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( K_h )</td>
<td>sulfate half-saturation constant</td>
<td>( \mu )M</td>
<td>2–200</td>
<td>Tarpgaard et al. (2011)</td>
</tr>
<tr>
<td>( u(t,x) )</td>
<td>relative sulfate depletion profile, Eq. (27)</td>
<td>–</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \gamma^{34} )</td>
<td>steady-state extracellular sulfate concentration profile</td>
<td>( \mu )M</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( M )</td>
<td>auxiliary variable, Eq. (16)</td>
<td>–</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( G )</td>
<td>auxiliary variable, Eq. (17)</td>
<td>–</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( Z )</td>
<td>auxiliary variable, Eq. (14)</td>
<td>–</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( z )</td>
<td>water column depth</td>
<td>m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( z_i )</td>
<td>minimum considered depth (“top”)</td>
<td>m</td>
<td>100</td>
<td>Crowe et al. (2014b)</td>
</tr>
<tr>
<td>( z_b )</td>
<td>maximum considered depth (“bottom”)</td>
<td>m</td>
<td>250</td>
<td>Crowe et al. (2014b)</td>
</tr>
<tr>
<td>( r_z )</td>
<td>background isotopologue ratio at depth ( z_i )</td>
<td>–</td>
<td>0.0452</td>
<td>Shen et al. (2001, 2008)</td>
</tr>
<tr>
<td>( S_i )</td>
<td>background sulfate concentration at depth ( z_i )</td>
<td>( \mu )M</td>
<td>0.05–10</td>
<td>Crowe et al. (2014b)</td>
</tr>
<tr>
<td>( D )</td>
<td>sulfate diffusion coefficient</td>
<td>( \text{m}^2 / \text{s} )</td>
<td>15.2 ( \times ) ( 10^{-10} )</td>
<td>Boudreau (1997) and Robert and Chaussidon (2006)</td>
</tr>
<tr>
<td>( V_{max}(z) )</td>
<td>maximum bulk sulfate reduction rate at depth ( z ), also see Table S1</td>
<td>( \mu )M/year</td>
<td>0.156–0.864</td>
<td>Crowe et al. (2014b)</td>
</tr>
<tr>
<td>( H_i(z) )</td>
<td>bulk sulfate reduction rate at depth ( z ) ( \text{per isotopologue} )</td>
<td>( \mu )M/day</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( H(z) )</td>
<td>bulk sulfate reduction rate at depth ( z ) ( \text{both isotopologues} )</td>
<td>( \mu )M/day</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( K )</td>
<td>eddy diffusion coefficient</td>
<td>( \text{m}^2 / \text{day} )</td>
<td>1.728</td>
<td>Canfield (2006) and Crowe et al. (2014b)</td>
</tr>
<tr>
<td>( P_i(z) )</td>
<td>fraction of precipitating sulfide at depth ( z ) ( \text{per isotopologue} )</td>
<td>–</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( N(z) )</td>
<td>cell density of active sulfate reducers at depth ( z )</td>
<td>cells/L</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( x(z) )</td>
<td>expressed fractionation factor at depth ( z ) ( \text{w.r.t. local background sulfate pool} )</td>
<td>–</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( Y )</td>
<td>proportionality factor between total MSR cells densities and ( H(z) )</td>
<td>((\text{cells} \cdot \text{days}) / \text{mol} )</td>
<td>( 1.022 \times 10^{15} )</td>
<td>calibrated, see Section 2.5</td>
</tr>
<tr>
<td>( \varphi )</td>
<td>fraction of active MSR cells</td>
<td>–</td>
<td>0.04</td>
<td>Haglund et al. (2002)</td>
</tr>
</tbody>
</table>
Thode, 1958). Hence, \( z \) expresses the magnitude for the preferential reduction of the lighter over the heavier isotope, when compared to their relative concentrations. For example, a fractionation factor \( z > 1 \) means that \( ^{32}\text{SO}_4^- \) is reduced at a higher proportional rate than would be expected purely based on the background isotopologue ratio, \( r = \frac{S_{34}}{S_{32}} \). Fractionation factors are sometimes reported in terms of the relative \( S^{32} \)-enrichment in the produced sulfides, \( e^{32}\text{S} (\%) = (z - 1) \times 10^3 \).

The above conventional definition of the fractionation factor does not differentiate between background and near-cell \( S \) isotopic composition. In principle, however, isotopic differences in diffusion rates \( (D_{32} \neq D_{34}) \) and preferential use of \( ^{32}\text{SO}_4^- \) over \( ^{34}\text{SO}_4^- \) could lead to a near-cell sulfate \( S \) isotopologue ratio, \( \tilde{r} = \frac{S_{34}}{S_{32}} \), that is different from that of the background bulk solution:

\[
\tilde{r} = \frac{S_{34}}{S_{32}} \neq \frac{S_{34}}{S_{32}} = r. \tag{5}
\]

The true (i.e., physiologically induced) fractionation factor, henceforth defined with respect to the near-cell \( S \) isotopic sulfate composition,

\[
\tilde{z} = \frac{S_{34} \cdot J_{32}}{S_{32} \cdot J_{34}} \tag{6}
\]

will thus generally differ from the apparent or expressed fractionation factor, henceforth defined with respect to the background \( S \) isotopic composition:

\[
z = \frac{S_{34} \cdot J_{32}}{S_{32} \cdot J_{34}}. \tag{7}
\]

In the following, we derive a mathematical relationship between the induced and expressed fractionation factors. Based on the definitions of \( r \) and \( z \):

\[
S_{32} = \frac{S}{1 + r}, \quad S_{34} = \frac{rS}{1 + r}, \tag{8}
\]

where \( S = S_{32} + S_{34} \) is the total background sulfate concentration (ignoring other more rare isotopologues). Similarly,

\[
J_{32} = \frac{J}{1 + \tilde{z}r}, \quad J_{34} = \frac{J}{1 + zr}. \tag{9}
\]

where \( J = J_{32} + J_{34} \) is the total cell-specific sulfate reduction rate. Dividing Eq. (6) by Eq. (7) yields

\[
\frac{\tilde{z}}{z} = \frac{\tilde{r}}{r} = \frac{S_{34}}{S_{32}} \frac{S_{32}}{S_{34}} \tag{10}
\]

Using Eq. (4) in Eq. (10) yields

\[
\frac{\tilde{z}}{z} = \frac{1 - \frac{J_{34}}{4D_{32}R} \tilde{z} + r}{1 - \frac{J_{34}}{4D_{32}R} z + r} \tag{11}
\]

Using Eq. (8) and Eq. (9) in Eq. (11) yields

\[
\frac{\tilde{z}}{z} = z \cdot \frac{1 - \frac{J_{34}}{4D_{32}R} \tilde{z} + r}{1 - \frac{J_{34}}{4D_{32}R} z + r} \tag{12}
\]

Solving Eq. (12) for \( z \) yields:

\[
z = Z \cdot \frac{1}{2} (\tilde{z} - r) + \sqrt{Z^2 + Z(\tilde{z} - r) + \frac{1}{4}(\tilde{z} + r)^2}, \tag{13}
\]

where we denoted:

\[
Z = \frac{J}{S} \frac{(1 + r)}{8R\pi D_{32}} \left( \frac{D_{34}}{D_{32}} - \tilde{z} \right). \tag{14}
\]

The formula in Eq. (13) enables the calculation of the expressed fractionation factor \( z \) as a function of the induced fractionation factor \( \tilde{z} \), provided that \( R, D_{32}, D_{34}, J, S \) and \( r \) are known. Observe that when \( Z \) approaches zero (e.g., for small \( J \)), \( z \) approaches \( \tilde{z} \), as expected.

In order to further elucidate the effects of the isotopologue diffusivities \( (D_i) \) and of the induced fractionation \( (\tilde{z}) \) on \( z \), we derive an alternative formula to Eq. (13), as follows. In analogy to Eq. (12):

\[
z = \tilde{z} \frac{1 + \frac{J_{34}}{4D_{32}R} \tilde{z} + r}{1 + \frac{J_{34}}{4D_{32}R} z + r}. \tag{15}
\]

To simplify notation, we define the auxiliary variable:

\[
M = \frac{D_{32}}{D_{34}} \left( \frac{D_{32}}{D_{34}} - 1 \right) \left( \tilde{z} - 1 \right) \tag{16}
\]

and the variable:

\[
G = \frac{D_{32}}{D_{34}} - 1 \tag{17}
\]

Using the definitions (16) and (17), Eq. (15) can now be rewritten in the more compact form:

\[
z = \tilde{z} \cdot (1 + G). \tag{18}
\]

Note that \( M \) is not an independent physical variable, but rather encapsulates the combined effects of multiple factors and is used here merely for representational simplicity (see Supplemental Fig. S1 for typical values of \( M \)). The variable \( G \) corresponds to the relative deviation of the expressed fractionation factor \( z \) from the induced fractionation factor \( \tilde{z} \) ("microscale reservoir effect"). In principle, \( G \) may be positive or negative and its magnitude corresponds to the strength of the microscale reservoir effect. A positive \( G \) corresponds to an amplification of \( S \) isotope fractionation, whereas a negative \( G \) corresponds to a reduced, or muted fractionation. Importantly, the decomposition in Eq. (17) clarifies that the microscale reservoir effect may generally be caused by two mechanisms, namely isotopic differences in diffusivity \( (D_{32} \neq D_{34}) \) as well as biogenic fractionation \( (\tilde{z} \neq 1) \). Since \( ^{32}\text{SO}_4^- \) is lighter than \( ^{34}\text{SO}_4^- \), \( D_{32}/D_{34} \) is \( \geq 1 \) and \( \tilde{z} \geq 1 \). The two mechanisms that contribute to a reservoir effect, therefore, act in opposite directions. In particular, a greater diffusivity of \( ^{32}\text{SO}_4^- \) than \( ^{34}\text{SO}_4^- \) would facilitate the preferential reduction of \( ^{32}\text{SO}_4^- \) by the cell, thus increasing the expressed fractionation. Even in the absence of an induced fractionation \( (\tilde{z} = 1) \), isotopic differences in diffusivity could in principle still lead to an expressed fractionation because near the cell \( ^{34}\text{SO}_4^- \) would be depleted with respect to \( ^{32}\text{SO}_4^- \). Such effects have been suggested to occur at the macroscale in marine sediments – where expressed fractionations can be much greater than observed in pure cultures – under the assumption that \( D_{32}/D_{34} = \sqrt{98/96} \) according to the theoretical Einstein
relation of diffusion for free ions (Donahue et al., 2008). In reality, however, differences in the diffusivity of $^{34}$SO$_4^{2-}$ and $^{32}$SO$_4^{2-}$ are likely much lower than predicted by the Einstein relation and negligible compared to the accuracy of contemporary measurements of S isotope fractionation (Bourg, 2008; Wortmann and Chernyavsky, 2011). Water molecules are thought to surround dissolved ions with hydration shells, which likely play an important role in limiting the isotopic differences in diffusion (Richter et al., 2006). Mass isotopic fractionation of ions dissolved in water remains poorly understood, and direct experimental references in describing the isotopic distribution of both the induced fractionation factor and the ratio $J$ and $S$ are relatively few. In our examples we assumed a standard background sulfate isotope composition ($^{34}$S isotopic composition $=_{\text{baseline}}$), ranging from 2 $\mu$M up to 200 $\mu$M, as reported for various sulfate reducing bacteria (Ingvorsen et al., 1984; Jorgensen, 1984; Pallud and Van Cappellen, 2006) and this correlation must be considered when linking expressed fractionation factors to extracellular sulfate concentrations. The sulfate-dependence of the csSRR is often approximated by a Monod-type function of sulfate concentration (Monod, 1942; Habicht et al., 2002),

$$J = \frac{J_{\text{max}} \cdot S}{K_s + S}$$  \tag{21}

with the maximum csSRR, $J_{\text{max}}$, and the half-saturation constant, $K_s$, being strain-specific or environment-specific parameters. In the following we show how the expressed fractionation factor depends on $S$ when accounting for the interdependence between $J$ and $S$. Although we use the Monod formula as an example, analogous results may also be obtained using alternative formulas (Boudreau and Westrich, 1984). Using Eq. (21) in Eq. (14) yields the expression

$$Z = \frac{J_{\text{max}} \cdot S}{K_s + S} \left(1 + \frac{1}{8R\pi D_{32}} \left(\frac{D_{32}}{D_{34}} - \tilde{z}\right)\right),$$  \tag{22}

which can then be inserted into Eq. (13) to obtain $z$ as a function of $S$. Observe that in Eq. (22) the rate $J$ is no longer explicitly represented, and hence $Z$ only depends on $S$ and $\tilde{z}$ (in addition to cell-physiological parameters). In particular, for increasing background sulfate concentrations $S$, $Z$ always eventually approaches 0 and thus the microscale reservoir effect diminishes. In contrast, the lowest expressed fractionation is reached as $S$ approaches zero, and it is determined by the sulfate affinity (i.e., the ratio $J_{\text{max}}/K_s$; Smith et al., 2009) and is obtained by inserting

$$Z = \frac{J_{\text{max}} \cdot (1 + r)}{K_s \cdot 8R\pi D_{32}} \left(\frac{D_{32}}{D_{34}} - \tilde{z}\right)$$  \tag{23}

into Eq. (13).

To evaluate the above model, we visualized the expressed fractionation factor as a function of $S$ for various realistic physiological scenarios (Fig. 3). We considered half-saturation constants, $K_s$, ranging from 2 $\mu$M up to 200 $\mu$M, as reported for various sulfate reducing bacteria (Ingvorsen et al., 1984; Ingvorsen and Jorgensen, 1984; Widdel and Bak, 1992; Sonne-Hansen et al., 1999; Tarpgaard et al., 2011). We chose $J_{\text{max}}$ between 20 and 200 fmol/cell-day), according to typical sulfate reduction rates reported by Detmers et al. (2001). We fixed the induced fractionation at the thermodynamic equilibrium fractionation between sulfate and sulfide at 25°C ($\tilde{z} = 71\%$; Wing and Halevy, 2014) and considered a cell radius of $R = 0.25 \mu$m (Nauhaus et al., 2007).
involved transients are of much shorter duration than typical ecological and geological time scales, then the steady-state formulas derived above can be used in time-dependent geobiological models of microbial S isotope fractionation. Similarly, the spatial scales of sulfate gradients are needed in order to estimate the validity of our models for non-spherical cells or for cells with spatially heterogeneous sulfate fluxes (see Discussion). Because the spatiotemporal scales of extracellular sulfate gradient formation by MSR are similar for both isotopologues, and for notational simplicity, we do not differentiate between S isotopologues.

We assume that a sulfate-reducing cell is “introduced” into a medium with homogenous sulfate distribution at time \( t = 0 \), and we track sulfate concentration profiles as a function of time \( t \) and distance \( \rho \) from the cell centre. Following the introduction of the cell, the extracellular sulfate profile, denoted \( U(t, \rho) \), behaves according to the diffusion equation in spherical coordinates:

\[
\frac{\partial U}{\partial t} = \frac{D}{\rho^2} \frac{\partial}{\partial \rho} \left( \rho^2 \frac{\partial U}{\partial \rho} \right). \tag{24}
\]

Note that Eq. (24) is the time-dependent analog to the steady-state Eq. (1). The profile \( U(t, \rho) \) satisfies the boundary conditions:

\[
U(0, \rho) = S, \quad U(t, \infty) = S, \quad \frac{\partial}{\partial \rho} U(t, R) = \frac{J}{4\pi DR^2}, \tag{25}
\]

where \( S \) is the background sulfate concentration and \( J \) is the csSRR. The steady-state solution of the above diffusion equation was already derived earlier in Eq. (3), and is given by:

\[
U^* (\rho) = S - \frac{J}{4\pi DR^2}. \tag{26}
\]
The time-dependent profile $U(t, \rho)$ converges to the steady-state $U^\infty(\rho)$ in the limit $t \to \infty$. To examine the rate of this convergence, we define the “relative sulfate depletion”:

$$u(t, \rho) = \frac{S - U(t, \rho)}{S - U^\infty(R^2)}$$

(27)

Note that $u(t, \rho)$ is the difference of the sulfate profile from the background concentration at time $t$ and distance $\rho$, divided by the steady-state sulfate depletion near the cell. Next, to eliminate redundant parameters, we rescale units by defining $x = \rho/R$ and $\tau = tD/R^2$. Hence, $x$ measures distances from the cell center in terms of cell radii. Similarly, $\tau$ measures time in the “characteristic time units” of diffusion, since $R^2/D$ is the time it takes for an initially localized and subsequently diffusing sulfate ion to reach a probability distribution of variance $R^2$. Rewriting the original diffusion equation for $u(\tau, x)$ instead of $U(t, \rho)$ yields the new equation:

$$\frac{\partial u}{\partial \tau} = \frac{1}{\tau^2} \frac{\partial}{\partial x} \left( \tau \frac{\partial u}{\partial x} \right)$$

(28)

for $x \geq 1$ and $\tau > 0$, with boundary conditions:

$$u(0, x) = 0, \quad u(\tau, \infty) = 0, \quad \frac{\partial}{\partial x} u(\tau, 1) = -1.$$  

(29)

We solved this new partial differential equation numerically to obtain the relative depletion $u(\tau, x)$ as a function of $\tau$ and $x$. Since the equation is unit-free and parameter-free, the behavior of $u(\tau, x)$ does not depend on any physical or physiological parameters. The dynamics of $u(\tau, x)$ are thus representative for all parameter combinations as long as time, space and sulfate depletion are appropriately
Fig. 3. Expressed (or apparent) fractionation factor over varying background sulfate concentrations when the induced fractionation is fixed at (a, b) $\bar{\varepsilon} = 71\%_o$ or (c, d) $\bar{\varepsilon} = 30\%_o$, calculated as described in Section 2.3. Sulfate reduction rates are assumed to be Monod functions of sulfate concentrations. Sulfate diffusivities are typical for (a, c) water ($D_{32} = D_{34} = 5.6 \times 10^{-10} \text{ m}^2/\text{s}$) and (b, d) sediments ($D_{32} = D_{34} = 2 \times 10^{-10} \text{ m}^2/\text{s}$). Half-saturation constants ($K_h$) of sulfate reduction are in $\mu\text{M}$ and maximum cell-specific sulfate reduction rates ($J_{max}$) are in fmol/cell/day.

Fig. 4. Transient dynamics of the extracellular sulfate profiles, calculated using Eq. (28) in Section 2.4. (a) Relative sulfate depletion as a function of time (relative to the characteristic time scale $R^2/D$, i.e. $\tau = t/(R^2/D)$) and distance from the cell centre (relative to the cell radius $R$, i.e. $x = \rho/R$). Depletion units are relative to the long-term near-cell depletion, and thus range from 0 to 1. Colors correspond to values on the “u” axis and are shown for visual aid. (b) Relative sulfate depletion near the cell as a function of time.
interpreted. A visualization of \( u(\tau, x) \) over \( \tau \) and \( x \) is provided in Fig. 4a. Further, to evaluate the typical time scales associated with the transients of extracellular sulfate gradients, we consider the rate of change of the relative depletion \( u(\tau, x) \) near the cell (i.e., at \( x = 1 \); Fig. 4b).

2.5. Incorporating microscale reservoir effects in a geological model

As we have shown above, the S isotope fractionation expressed by sulfate reducing cells generally depends on multiple factors including the physiologically induced fractionation, extracellular sulfate transport rates, sulfate reduction rates and cell size. These factors need to be considered in geobiological models for S isotope fractionation, in addition to any “macroscale” reservoir effects that may already be incorporated. In the following, we demonstrate how the microscale reservoir effect can be incorporated into conventional steady-state models for S isotope fluxes in a water column or sediment pile. As an example, we use a previous model for S isotope fractionation during microbial sulfate reduction in the Archean ocean water column (Crowe et al., 2014b). This model revealed that under sulfate limitation the expressed fractionation can exhibit strong variation along the water column due to macroscale reservoir effects, even under a constant induced fractionation.

Our starting point is the original 1D reaction–diffusion model for sulfate reduction in the water column (Crowe et al., 2014b). The model assumes that sulfate concentration profiles are determined by microbial sulfate reduction and turbulent (eddy) mixing, according to the following partial differential equation (PDE):

\[
\frac{\partial S}{\partial t} = K \frac{\partial^2 S(z)}{\partial z^2} - H(z). \tag{30}
\]

Here, \( S(z) \) is the [SO\(_4\)\(^{2-}\)] concentration at depth \( z \). \( H(z) \) is the net bulk sulfate reduction rate and \( K \) is the eddy diffusion coefficient. In the model by Crowe et al. (2014b), the rate \( H(z) \) corresponds directly to microbial sulfate reduction and depends on \( S(z) \) via Monod kinetics:

\[
H(z) = \frac{V_{max}(z)S(z)}{K_h + S(z)}, \tag{31}
\]

where \( K_h = 5 \mu m \) is the sulfate half-saturation concentration (Ingversen and Jorgensen, 1984; Habicht et al., 2002) and \( V_{max}(z) \) is the maximum SRR at depth \( z \) (Table S1). In more general cases, for example in the presence of cryptic sulfur cycling (Canfield et al., 2010b), \( H(z) \) would correspond to the difference between sulfate reduction rates and oxidation rates of sulfur compounds to sulfate. Also note that Eq. (30) could include additional sulfate transport terms, for example accounting for vertical advection. Eq. (30) can be solved numerically after setting \( \partial S/\partial t = 0 \) to obtain the steady-state profiles for \( S(z) \) and \( H(z) \) (Crowe et al., 2014b).

An incorporation of reservoir effects requires keeping track of the individual background sulfate isotopologue concentrations, \( S_{12} = [\text{^{32}SO}_4] \) and \( S_{34} = [\text{^{34}SO}_4] \), across the water column (Jorgensen, 1979). Specifically, the rate at which each isotopologue is consumed at a particular depth, \( H(z) \), depends on the total bulk sulfate reduction rate \( H(z) \), the fraction of heavy sulfate \( S_{34}(z)/S(z) \) and the expressed fractionation \( \alpha(z) \). Specifically, according to Eq. (9), the rate of \(^{34}\text{SO}_4^–\) consumption is:

\[
H_{34}(z) = \frac{H(z)}{1 + (S(z)/S_{34}(z) - 1)/\alpha(z)} \tag{32}
\]

while the rate of \(^{32}\text{SO}_4^–\) consumption is:

\[
H_{32}(z) = \frac{H(z)}{1 + \alpha(z) \cdot (S(z)/S_{34}(z) - 1)} \tag{33}
\]

Hence, the steady-state profiles \( S_{32}(z) \) and \( S_{34}(z) \) are the solutions to the reaction–diffusion equations

\[
\frac{\partial S_{32}}{\partial t} = K \frac{\partial^2 S_{32}}{\partial z^2} - \frac{H(z)}{1 + (S(z)/S_{34}(z) - 1)/\alpha(z)}, \tag{34}
\]

and

\[
\frac{\partial S_{34}}{\partial t} = K \frac{\partial^2 S_{34}}{\partial z^2} - \frac{H(z)}{1 + \alpha(z) \cdot (S(z)/S_{34}(z) - 1)} \tag{35}
\]

respectively, after setting \( \partial S_{32}/\partial t = 0 \) and \( \partial S_{34}/\partial t = 0 \). Note that, in analogy to the original model by Crowe et al. (2014b) and according to Eq. (8), the profiles \( S_{32} \) and \( S_{34} \) must also satisfy the boundary conditions

\[
S_{32}(z_1) = \frac{S_1}{1 + r_i}, \quad \frac{\partial S_{32}(z_1)}{\partial z} = 0, \tag{36}
\]

\[
S_{34}(z_1) = \frac{r_iS_1}{1 + r_i}, \quad \frac{\partial S_{34}(z_1)}{\partial z} = 0, \tag{37}
\]

where \( z_1 \) and \( z_2 \) are the minimum (“top” or “surface”) and maximum (“bottom”) depths of the considered water column, respectively, and \( r_i \) and \( S_i \) are the fixed isotopologue ratio and fixed sulfate concentration at \( z_i \), respectively. Note that \( z_i \) need not correspond to the actual surface and \( z_1 \) need not correspond to the actual ocean bottom, but instead may define a smaller depth interval that is to be considered in the model, as long as most of the sulfate reduction occurs within that interval.

For the purposes of this example and for parsimony we consider a constant induced fractionation factor \( \tilde{\alpha} = 1.03 \) (Canfield, 2001; Crowe et al., 2014b); see Supplemental Fig. S6 for a sensitivity analysis and Supplement S3 for a modified model with variable \( \tilde{\alpha} \). If macroscale reservoir effects are ignored, the expressed \( \alpha(z) \) is simply equal to the induced \( \tilde{\alpha} \). Such a model, which only accounts for macroscale reservoir effects, is comparable to existing models for S isotope fractionation in sediments (Jorgensen, 1979) or water columns (Crowe et al., 2014b). On the other hand, if macroscale reservoir effects are included, the expressed fractionation \( \alpha(z) \) differs from \( \tilde{\alpha} \) and depends on the sulfate concentration \( S(z) \), the csSRR \( H(z)/N(z) \) (where \( N \) is the density of active sulfate reducers, estimated below), the isotopologue ratio \( r(z) = S_{34}(z)/S_{32}(z) \), the cell radius and the sulfate diffusivities (see Eq. 13). Consequently, \( \alpha(z) \) itself varies with depth. Note that here macroscale and microscale reservoir effects are associated with two separate sulfate transport processes, namely large-scale turbu-
lent mixing across the water column and diffusion in the proximity of cells, respectively, and thus the corresponding diffusion coefficients must be estimated separately (Table 1). Based on Archean ocean temperature estimates within ~40–70 °C (Robert and Chaussidon, 2006) and salinity estimates within ~50–70‰ (Knauth, 2005), and using the regression formulas by Boudreau (1997, Table 4.8 and Eq. 4.107) and Sharqawy et al. (2010, Table 5), we estimated sulfate ion diffusion coefficients in Archean seawater within the range ~12.0 × 10^{-10}–18.6 × 10^{-10} m^2/s. These predicted sulfate diffusivities are substantially higher than diffusivities in typical modern seawater, owing to the high temperatures in the Archean ocean, although these temperatures remain subject to controversy and may have been lower in reality (Hren et al., 2009; Sleep, 2010).

Solving the reaction–diffusion Eq. (35) for $\partial S_{34}/\partial t = 0$ yields the steady-state profile $S_{34}(z)$ and, in combination with Eq. (33), the isotopologue export rate $H_{34}(z)$. Note that since $S(z)$ and $H(z)$ are obtained from Eq. (30), it is sufficient to solve Eq. (35) for $S_{34}(z)$ and $H_{34}(z)$ and then calculate $S_{32}(z)$ and $H_{32}(z)$ through $S_{32} = S - S_{34}$ and $H_{32} = H - H_{34}$. Both the model by Crowe et al. (2014b) and the model considered here, assume that sulfate formation is followed by immediate and quantitative precipitation and sedimentation to the bottom. In anoxic waters, sulfate precipitates abiotically mainly as metal monosulfide crystals, $M^{2+} + HS^- \rightarrow MS + H^+$ and pyrites, FeS+ H$_2$S $\rightarrow$ FeS$_2$ + H$_2$, where $M^{2+}$ is typically iron (II) or manganese (II) (Rickard, 1997; Lewis, 2010). Given sufficient reactive iron supply, iron sulfidation and pyrite formation can occur very rapidly and quantitatively (Lyons, 1997; Rickard, 1997). Under this scenario, the S isotopic composition of metal monosulfides and pyrites deposited at depth reflects the average S isotopic composition of sulfides produced by MSR in the water column. Hence, once $H_{32}(z)$ and $H_{34}(z)$ are obtained as described above, a summation of the sulfide isotopologue export rates $H_{32}$ and $H_{34}$ across the water column allows predictions for the expected S isotopic composition of sedimentary sulfides:

$$\text{sulfide } \delta^{34}S(%) = \left( \frac{1}{0.045005} \int H_{34}(z) \, dz \right) \cdot 10^3. \quad (38)$$

We used Eq. (38) to predict the resulting S fractionations in sedimentary sulfides for various imposed surface sulfate levels. We then estimated Archean seawater sulfate levels by comparing the predicted S fractionations to measured fractionations in bulk Archean pyrites, thereby adjusting previous comparisons by Crowe et al. (2014b) to account for microscale reservoir effects.

We note that, in addition to macroscale and microscale reservoir effects during MSR, other geobiological processes potentially affecting sedimentary S fractionation signals may also need to be considered. For example, only a fraction of the produced sulfide may sediment to the bottom due to concurrent sulfate oxidation or iron limitation (Holmer and Storkholm, 2001). Both scenarios appear unlikely in the iron-rich low-oxygen Archean ocean (Crowe et al., 2008, 2014b). In general, however, the fraction of sulfides precipitating in the water column depends on the availability of reactive iron (II) (Suits and Wilkin, 1998) and on the ability of mixing processes to transport H$_2$S to the oxic layers before entering the iron catalytic cycle (Ma et al., 2006). To account for this variability, Eq. (38) can be modified to the following:

$$\text{sulfide } \delta^{34}S(%) = \left( \frac{1}{0.045005} \int H_{34}(z)P_{34}(z) \, dz \right) \cdot 10^3. \quad (39)$$

Here, $P_i(z)$ (where $i$ is either “32” or “34”) is the fraction of sulfide produced at depth $z$ that actually sediments to the bottom. Depending on the system examined, the precise shape of $P_i(z)$ may depend on sulfide oxidation rates across the water column or on the extent to which iron limitation affects iron-sulfide precipitation at each depth. In principle, the profile $P_{32}(z)$ may differ from $P_{34}(z)$, for example due to S isotope fractionation upon abiotic metal sulfide precipitation, where metal sulfides become enriched in the lighter $^{33}$S. In addition, if pyrite growth is rapid and transport limited (Rickard and Luther, 1997), then a precise prediction of $P_{32}$ and $P_{34}$ may require consideration of microscale reservoir effects during crystal growth. However, experimental and theoretical investigations of precipitation of iron (II) and manganese (II) monosulfides (Ohmoto and Rye, 1979; Böttcher et al., 1998) and pyrite (Price and Shieh, 1979), suggest that S isotope effects during sulfide precipitation are generally small ($^{34}$S $\approx$ 0.2–1.2‰) compared to S isotope effects during microbial sulfate reduction.

Here we assumed a diffusion coefficient of $D = 15.2 \times 10^{-10}$ m$^2$/s, corresponding to a middle-range Archean ocean temperature of 55 °C and salinity of 60‰ (Knauth, 2005; Robert and Chaussidon, 2006); see Supplemental Fig. S5 for a sensitivity analysis using different $D_i$. Similarly to our other examples, we ignored S isotopic differences in sulfate diffusion coefficients, because these differences were likely negligible compared to the induced fractionations considered here (see our discussion in Section 2.2.2 and Richter et al., 2006). We used 5‰ as a conservative value for surface sulfate $\delta^{34}$S, i.e. $r_i = 0.0452$ (Shen et al., 2001; Ueno et al., 2008), although this choice did not affect the predicted expressed fractionations (sensitivity analysis in Supplemental Fig. S7). We assumed an MSR cell radius of $R = 0.25$ μm (Widdel and Bak, 1992; Nauhaus et al., 2007); for a sensitivity analysis using other radii (0.25–1.0 μm) see Supplemental Fig. S2.

We estimated the active MSR cell density $N(z)$ by assuming that at steady state $N(z)$ was proportional to the bulk sulfate reduction rate $H(z)$, that is,

$$N(z) = \varphi \cdot Y \cdot H(z), \quad (40)$$

where $\varphi$ is the fraction of metabolically active MSR cells and $Y$ is a constant proportionality factor (MSR cells × day per mol substrate). We set $\varphi = 0.04$, according to reported fractions of active pelagic bacteria by Haglund et al. (2002); for a sensitivity analysis using other fractions see Supplemental Fig.S3. The unknown factor $Y$ was calibrated based on total MSR cell densities and bulk...
MSR rates measured in Lake Matano, Indonesia (Crowe et al., 2008), as described below. Lake Matano exhibits water column structure and chemistry resembling estimated conditions in the Archean ocean, notably extremely low sulfate concentrations (< 20 μM), a permanently anoxic bottom, high ferrous iron concentrations at depth (~140 μM) and light penetration well into the anoxic region, and thus serves as a model system for understanding Archean ocean biogeochemistry (Crowe et al., 2008, 2014b). Total cell densities in the Lake Matano water column were determined at a single depth (7.6 × 10^6 cells/L at 117.5 m in February 2010), which was chosen to be within the region of peak MSR activity (peak sulfate reduction rate 32 nM/day) (Crowe et al., 2014a). Concurrently, environmental DNA shotgun sequences were used to assess the composition of the microbial community at the same depth (data from Crowe et al., 2014a). A total of 1162 16S ribosomal RNA sequences, extracted from the metagenomes, were detected and taxonomically annotated using the MetaPathways platform (Konwar et al., 2013) and the SILVA reference database (release 115; Pruesse et al., 2007) in order to identify the fraction of sulfate reducers in the community. Taxa identified as known sulfate reducers, covering 4.3% of the taxonomically annotated 16S sequences, are summarized in Table S2. Using this approach, we obtained an estimate for the total number of MSR cells (3.27 × 10^10 cells/L) within the region of peak sulfate reduction, which we divided by the measured sulfate reduction rate in order to calculate the aforementioned proportionality factor, Y = (3.27 × 10^10 cells/L)/(32 nM/day). We then used the calibrated Y in Eq. (40) to estimate the active MSR cell densities across the Archean ocean water column, based on the bulk sulfate reduction rates predicted by the reaction–diffusion model, Eqs. (30) and (31). Note that this approach assumes that the cells-per-substrate yields for MSR in the Archean ocean were similar to those in modern Lake Matano. Such an extrapolation, while rather speculative, is currently necessary due to the lack of alternative estimates for MSR cell densities in the Archean ocean water column (for a sensitivity analysis see Supplemental Fig. S4). Future efforts to improve the accuracy of microbial productivity estimates for ancient ecosystems will certainly benefit reconstruction of Earth’s elemental cycles.

3. RESULTS

3.1. Induced versus expressed fractionations

The model derived in Section 2.2.2 (Eq. 14) suggests that for a given induced fractionation factor \( \delta \), the expressed fractionation factor only depends on the ratio \( J/S \) but not on the individual values of \( J \) and \( S \). In particular, Eq. (14) reveals that when sulfate reduction is weak compared to the background sulfate concentration \( J/S \approx 0 \), the reservoir effect diminishes and the induced and expressed fractionation factors converge \( (\delta \approx \delta) \). Figs. 1 and 2 show how the expressed S isotope fractionation factor deviates from the induced fractionation factor for varying \( J/S \) ratios in water as well as sediments. In general, the reservoir effect increases when sulfate reduction is strong compared to background sulfate concentrations (high \( J/S \)). Further, as seen in Figs. 1 and 2, the reservoir becomes stronger at lower diffusion rates because, all else being equal, lower diffusion rates lead to stronger extracellular sulfate gradients. Consequently, the microscale reservoir effect is expected to be more pronounced in sediments than in the water column. Notably, even at a high induced fractionation of \( ^32\delta S \sim 60\% \), the expressed fractionation can drop down to \( \sim 40\% \) in water (Fig. 1b) and down to \( \sim 5\% \) in sediments (Fig. 1d) when \( J/S \sim 50 \text{nL/(cell·day)} \).

Our model also predicts that the cell size strongly influences the microscale reservoir effect, which increases in magnitude for smaller cell sizes, all else being equal (Fig. 1 and Eq. 14). For example, within the parameter ranges considered here, at an induced fractionation factor of \( ^32\delta S = 60 \) the expressed fractionation factor in sediments can be as low as \( \sim 35\% \) for cells of radius 0.5 μm and as low as \( \sim 5\% \) for cells of radius 0.25 μm, when \( J/S \sim 50 \text{nL/(cell·day)} \). The reason for this sensitivity to cell size is that the increased area-specific sulfate flux for smaller cells leads to a stronger extracellular sulfate gradient, in turn increasing the microscale reservoir effect. Hence, cells with similar sulfate reduction rates and similar enzymatic mechanisms can exhibit markedly different expressed S isotope fractionations merely due to differences in cell size. We note that in general csSR can depend on cell size and vice versa, and hence the two parameters do not vary independently. For example, many bacteria are known to decrease their cell volume in response to energy limitation, by up to an order of magnitude (Lever et al., 2015).

3.2. Linking fractionation factors to sulfate concentrations

The model derived in Section 2.3 links the expressed fractionation factor to the background sulfate concentration \( S \) while accounting for a positive relationship between \( S \) and the csSR \( J \) (in terms of Monod kinetics). The derived model suggests that when the induced fractionation \( (\delta) \) is constant, the expressed fractionation is a function of \( S \) that approaches the induced fractionation with increasing \( S \) when \( S \) becomes comparable to the half-saturation constant \( K_s \). A similarity between the half-saturating sulfate concentration for sulfate reduction and that for fractionation has indeed been observed in natural populations (Habicht et al., 2002). The expressed fractionation factor is muted more strongly when \( S \) is smaller (assuming \( \delta > D_{32}/D_{34} \), Fig. 3). The lowest expressed fractionation, reached as \( S \) approaches zero, depends on the sulfate affinity (i.e., the ratio \( J_{max}/K_s \); Smith et al., 2009), as derived in Eq. (23). Hence, the reservoir effect becomes stronger for cells with higher sulfate affinities when background sulfate concentrations are low. Apart from shaping the magnitude of the reservoir effect, sulfate affinity has also been shown to affect strain-specific induced S isotope fractionation (Bradley et al., 2015). Under certain circumstances (slow diffusion, small cell size and high sulfate affinity) the microscale reservoir effect can lead to a strong positive correlation between sulfate concentrations and the expressed
fractionation, despite a constant induced fractionation (Fig. 3). Similar theoretical predictions have been made for general enzymatically driven reactions coupled to a preceding limiting transport step (Thullner et al., 2008); in that case, and consistent with our conclusions, the sensitivity of the expressed fractionation to the background substrate concentration increases for larger substrate affinities and for smaller transport rate constants.

The microscale reservoir effect is expected to be particularly strong for cells with high sulfate affinities ($J_{\text{max}}/K_h > 10 \text{nL/}(\text{cell}\cdot\text{day})$) in sulfate-limited environments. In the most extreme considered case, i.e., at high affinities $J_{\text{max}}/K_h = 100 \text{nL/}(\text{cell}\cdot\text{day})$, the expressed fractionation can become almost completely muted when $S$ falls below a few $\mu$M (Fig. 3b). Such severely sulfate-depleted conditions may have existed in the Archean ocean (Habicht et al., 2002; Crowe et al., 2014b), and sulfate reducing bacteria would be expected to be particularly adapted to such conditions, e.g., by exhibiting high sulfate affinities. For example, strains of the ubiquitous sulfate reducer Desulfovibrio vulgaris exhibit sulfate half-saturation constants down to 3.3$\mu$M (Widdel and Bak, 1992; Dalsgaard and Bak, 1994), with reported sulfate reduction rates as high as 180 fmol/(cell·day) ($J_{\text{max}}/K_h \approx 55 \text{nL/}(\text{cell}\cdot\text{day})$). On the other extreme, the reservoir effect becomes negligible when $J_{\text{max}}/K_h$ is lower than about 2 nL/(cell-day), as will typically be the case for species with $K_h$ well above 10 $\mu$M or in sulfate-rich environments such as the modern oceans.

### 3.3. Predicting Archean seawater sulfate levels

The model for S isotope fluxes in the Archean ocean water column, derived in Section 2.5, extends the original model of Crowe et al. (2014b) to account for microscale reservoir effects on MSR. When microscale reservoir effects are ignored, the expressed fractionation factor at each depth is equal to the fixed induced fractionation factor ($\alpha(z) = \hat{\alpha} = 1.03$; Canfield, 2001; Crowe et al., 2014b). As previously discussed by Crowe et al. (2014b), S isotope fractionation by MSR then leads to a strong buildup of heavy $^{34}\text{SO}_4^2-$ at the bottom (Fig. 5c), and this macroscale reservoir effect mutes the fractionation expressed in the sulfides exported at depth when compared to the surface sulfide pool (sulfide $\delta^{34}S = -7.5^{\circ}\text{C}_{\text{e}}$ at the bottom for a surface sulfate concentration of 1 $\mu$M, Fig. 5d). In addition to these effects, our model shows that microscale reservoir effects also mute the expressed fractionation (Fig. 5c), especially at depth, where sulfate is most limited (Fig. 5a). While microscale reservoir effects reduce the buildup of heavy $^{34}\text{SO}_4^2-$ at depth (Fig. 5c), overall the fractionation expressed in the exported sulfides is further weakened (sulfide $\delta^{34}S \sim -5.5^{\circ}\text{C}_{\text{e}}$ at the bottom, Fig. 5d).

When microscale reservoir effects are ignored, mean expressed S isotope fractionations in precipitating sulfides ($\Delta^{34}\text{SO}_4^2-/\text{H}_2\text{~S}$, compared to the surface sulfate pool) are predicted to range from 21.5$\circ\text{C}_{\text{e}}$ to 25.2$\circ\text{C}_{\text{e}}$, depending on the assumed surface sulfate concentration ($S_s = 0.05$–10 $\mu$M; Fig. 6b). These expressed fractionations are much higher than typical measured fractionations in Archean pyrites (2nd and 3rd quartile 1–6$\circ\text{C}_{\text{e}}$, Fig. 6a; Crowe et al., 2014b). Hence, for a constant induced fractionation ($\hat{\alpha} = 1.03$) and for the considered parameters, without microscale reservoir effects the model fails to reproduce the bulk of measured fractionations, although we note that alternative models with variable $\hat{\alpha}$ do perform better (Crowe et al., 2014b). In contrast, when microscale reservoir effects are considered, the predicted $\Delta^{34}\text{S}_{\text{SO}_4^2-/\text{H}_2\text{~S}}$ ranges from 0$\circ\text{C}_{\text{e}}$ (for $S_s \sim 0.05$ $\mu$M) up to 25$\circ\text{C}_{\text{e}}$ (for $S_s \sim 10$ $\mu$M) (Fig. 6b). A comparison of these predicted mean expressed fractionations to the measured fractionations (Fig. 6a) yields the highest agreement for scenarios with surface sulfate concentrations in the nanomolar range ($\sim 0.05$–0.1 $\mu$M). Hence, microscale reservoir effects constitute a possible explanation for the low fractionations expressed in Archean sedimentary pyrites, even under the parsimonious assumption of a constant induced fractionation of 30$\circ\text{C}_{\text{e}}$.

The above predictions are characterized by significant uncertainty, stemming from the model’s sensitivity to
Fig. 6. (a) Distribution of S isotope fractionations expressed in bulk sedimentary Archean pyrites. The horizontal grey band marks the values between the 25% and 75% percentiles. Based on nearly 3000 individual measurements, summarized by Crowe et al. (2014b). (b) Mean expressed S isotope fractionations in sulfides exported across the Archean ocean water column (surface sulfate $\delta^{34}S$ – deposited pyrite $\delta^{34}S$), for various imposed surface sulfate concentrations, as predicted by the 1D reaction–diffusion model described in Section 2.5. Continuous and dashed curves show model predictions without and with the microscale reservoir effect (MiRE), respectively. All other model parameters are as in Fig. 5. For a sensitivity analysis with respect to various model parameters, see Supplemental Figs. S2d, S3d, S4d, S5d, S6d, S7d.

poorly known parameters such as MSR cell sizes and active MSR cell densities (and by extension, cell-specific sulfate reduction rates) in the Archean ocean water column. In contrast to the original model of Crowe et al. (2014b) and other geobiological models ignoring microscale reservoir effects (Jørgensen, 1979), these parameters are required for estimating near-cell sulfate depletion and its effects on the expressed fractionations. When we considered alternative cell radii ($R = 0.5$–1.0 μm; Widdel and Bak, 1992; Nauhaus et al., 2007), alternative fractions of active MSR cells ($\phi = 0.017$–0.123; Llobet-Brossa et al., 2002) or alternative cells-per-SRR proportionality factors ($Y = 50$–200% of the calibrated value), we found a significant variation in the predicted depth profiles for sulfate $\delta^{34}S(z)$ as well as the expressed fractionation $\delta^{34}S(z)$ (Supplemental Fig. S2–S4, respectively). Notably, larger cell radii, higher fractions of active cells and a higher proportionality factor $Y$ (the last two corresponding to lower csSRR, everything else being equal) lead to weaker microscale reservoir effects and to a closer agreement between our model and the original model of Crowe et al. (2014b). Conversely, an increased csSRR (implied by a lower $\phi$ and/or a lower $Y$; all else being equal) increases the microscale reservoir effect, thereby leading to substantial deviations from the model of Crowe et al. (2014b). We also observed substantial variation in $\delta^{34}S(z)$ and $\delta^{34}S(z)$ when we varied the induced fractionation factor ($x = 1.02$–1.04; Fig. S6), as well as substantial variation in $\delta^{34}S(z)$ (but not in $\delta^{34}S(z)$) when we varied the S isotopic composition of the surface sulfate pool ($\delta^{34}S = -15%e$ to 15%e; Lambert et al., 1978; Shen et al., 2001), although this behavior was not surprising and would also be expected for models that ignore microscale reservoir effects. When we considered alternative sulfate ion diffusivities, based on the full range of estimated Archean ocean temperatures and salinities ($D = 12.0$–$18.6 \times 10^{-10} \text{ m}^2/\text{s}$, see Section 2.5), we observed a much weaker variation in model predictions (Supplemental Fig. S5).

Overall, our sensitivity analysis highlights the need to better understand the population structure and morphological diversity – rather than just bulk reaction-kinetics – of ancient microbial communities. We note that despite significant uncertainties in the predicted depth profiles of $\delta^{34}S(z)$ and $\delta^{34}S(z)$, the extent of these uncertainties depends on the assumed surface sulfate concentration ($S_t$). In particular, the predicted fractionation expressed in the deposited pyrites becomes more robust against parameter uncertainty at low $S_t$ (Supplemental Fig. S2–S7). In consequence, it turns out that certain important conclusions from the model remain robust, namely that microscale reservoir effects explain the weak fractionations expressed in the Archean pyrites ($\sim 1$–6‰) even under the parsimonious assumption of a constant moderate induced fractionation ($\Delta \delta^{34}S = 20$, 30 or 40‰), and that Archean sulfate concentrations may have been as low as $\sim 1 \mu$M (Fig. 6 and Supplemental Fig. S2d–S7d).

3.4. Transient dynamics of the extracellular sulfate profile

The relative sulfate depletion $u(\tau, x)$, derived in Section 2.4 as a function of the rescaled time $\tau$ and rescaled distance $x$ from the cell center, yields insight into the transients preceding the establishment of the steady-state extracellular sulfate gradients. Because $u(\tau, x)$ is unit-free and parameter-free, the dynamics of $u(\tau, x)$ are representative for all parameter combinations (e.g., all cell radii $R$, all possible background sulfate concentrations $S$, and so on), as long as $x$ is interpreted in terms of cell radii ($x = \rho/R$) and $\tau$ is interpreted in terms of “characteristic time units” of...
diffusion ($\tau = t/(R^2/D)$). The spatiotemporal profile of $u(x,t)$ is shown in Fig. 4a. As can be seen, the extracellular sulfate gradient is characterized by high steepness at the beginning ($x \ll 1$), with sulfate concentrations dropping from their highest to their lowest value within a distance of less than 2 cell radii ($x \ll 2$). Sulfate depletion near the cell proceeds rapidly at first, reaching 50% of its final extent within about 0.6 characteristic diffusion time scales ($0.6 \times R^2/D$), but slows down significantly afterwards (Fig. 4b). For typical cell radii ($R \sim 0.5 \mu m$) and seawater diffusion rates ($D \sim 5 \times 10^{-10} \text{m}^2/\text{s}$) this corresponds to about 0.3 ms. As the sulfate profile approaches steady state, gradient steepness decreases significantly and extracellular sulfate levels reach background levels within about 5 cell radii ($x \sim 5$). Overall, the spatiotemporal scales of extracellular sulfate gradients are confined within a range of 5 cell radii and reach steady state within only a few characteristic time units (i.e., a few ms).

4. DISCUSSION

4.1. Consequences for geobiological inference

Sulfate concentrations and sulfate reduction rates strongly influence S isotope fractionation during MSR, and hence changes in sedimentary pyrite $\delta^{34}S$ can yield insight into past sulfate concentrations, sulfate reduction rates and pyrite burial rates (Habicht et al., 2002; Fike and Grotzinger, 2008; Halevy et al., 2012). Because S isotope fractionation by MSR enriches seawater in heavy $^{34}\text{SO}_4^{2-}$ when compared to sulfate input sources (e.g., hydrothermal activity, volcanism or river input), changes in recorded seawater sulfate $\delta^{34}S$ may also reflect changes of global MSR rates or of S input to the oceans (Paytan et al., 1998). In typical marine sediments MSR is strongly controlled by the amount and reactivity of deposited organic matter (Berner, 1984), thus MSR rates also yield insight into ancient organic carbon fluxes (Strauss, 1997; Fike and Grotzinger, 2008).

Several environmental and physiological factors can affect S isotope fractionation by MSR, and this complicates the robust interpretation of $\delta^{34}S$ signals in geological records (Strauss, 1997). As shown here, extracellular sulfate transport rates influence the reservoir effect and therefore the expressed fractionation, even if background chemical conditions and cell-physiological characteristics remain unchanged. Hence, theoretical models or calibrations of fractionation as a function of sulfate or electron donor concentration (Habicht et al., 2002; Wing and Haley, 2014) might not be directly applicable to environments with deviating transport and mixing conditions. In particular, estimates of fractionation obtained from the water column (Crowe et al., 2014b) will potentially misestimate the expressed fractionation in low-sulfate transport-limited environments such as marine sediments, for two reasons. First, the formation of a sulfate-depleted zone near the cell can lead to decreased fractionation due to cellular mechanisms known to induce lower fractionation with decreasing sulfate concentrations (Wing and Haley, 2014). Cellular biochemical models only relate S isotope fractionation to near-cell sulfate concentrations, which may differ from the actual background sulfate concentrations. Second, as we have shown, microscale reservoir effects resulting in gradients of S isotopic sulfate composition can further mute fractionation. Ignoring extracellular gradients of sulfate concentration and isotopic composition when interpreting records of expressed fractionation can therefore lead to an underestimation of past sulfate concentrations (Fig. 7) or an overestimation of past MSR rates. Weak expressed S isotope fractionations in marine biogenic pyrites (i.e. high pyrite $\delta^{34}S$) are sometimes interpreted as a result of macroscale reservoir effects, indicating isolated or semi-isolated marine basins subject to limited exchange of water (and thus sulfate) with the open ocean (Lyons et al., 2000; Luepke and Lyons, 2001). Our work shows that such reservoir effects could have also occurred at the microscale, and hence $^{34}S$-enriched marine pyrites need not necessarily reflect a limitation of large-scale sulfate transport.

The presence of microscale reservoir effects does not necessarily compromise the utility of existing models or calibrations of S isotope fractionation, because the cell-physiological information encoded in them can be combined with extracellular transport models to expand their applicability to transport-limited environments (Supplement S1). For example, under the assumptions of this article (purely diffusive transport, spherical cells) the background sulfate concentration can be corrected to account for sulfate depletion near the cell using the approximation:

![Fig. 7. On the overestimation of expressed S isotope sulfate fractionation in low-sulfate sediments, as discussed in Section 4.1. The linear curve shows a theoretical model of induced fractionation as a function of sulfate concentration $[\text{SO}_4^{2-}]$ based on fractionation data from the water column of an extremely sulfate-depleted lake (Crowe et al., 2014b). At a hypothetical background sulfate concentration of 5$\mu$M and a $csSRR = 100$ fmol/cell/d, near-cell sulfate concentrations drop to 3.2 $\mu$M resulting in a reduced induced fractionation (right arrow). Fractionation is further muted due to the microscale reservoir effect (left arrow). An inference of background sulfate concentrations based on the observed expressed fractionation would erroneously yield $[\text{SO}_4^{2-}] = 2 \mu$M. Parameters in the example are: Diffusion coefficient $D_{aq} = D_K = 2 \times 10^{-10} \text{m}^2/\text{s}$ (Iversen and Jørgensen, 1993), cell radius $R = 0.25 \mu$m (Nauhaus et al., 2007).]
\[ \tilde{S} \approx S - \frac{J}{4\pi RD_{32}}. \] (41)

For typical cases, i.e., when \( D_{32}/D_{34} \approx 1 \) and \( r \ll z \), the error of this approximation is small when related to the background sulfate level \( |S_{\text{approx}} - S_{\text{exact}}| \ll S \). The formula becomes exact if the isotopologue diffusivities are equal \( (D_{32} = D_{34}) \), an assumption that likely applies to sulfate ions in water (Bourg, 2008; Wortmann and Chernyavsky, 2011). The induced fractionation factor \( \tilde{x} \) corresponding to \( \tilde{S} \) can then be retrieved from the original cellular model, and the expressed fractionation factor \( x \) can be estimated using Eq. (13).

Microscale reservoir effects are strongest when sulfate reduction rates are high and sulfate concentrations are low. A negative (positive) correlation between fractionation and csSRR (sulfate concentration) has been widely observed (Harrison and Thode, 1958; Kaplan and Rittenberg, 1964; Chambers et al., 1975) and is typically explained based on intracellular enzyme kinetics (Wing and Haley, 2014). However, our findings suggest that these observations might partly result from a reservoir effect that modulates an otherwise less variable induced fractionation. Similar effects are well known from previous geobiological models, which show that large-scale gradients in the isotopic composition of \( \text{SO}_4^2- \) can develop due to macroscale reservoir effects even under constant induced fractionations (e.g., at the thermodynamic limit; Crowe et al., 2014b). In general, the observed correlations between sulfate concentrations, sulfate reduction rates, and \( S \) isotope fractionations likely result from a combination of macroscale reservoir effects and a physiological dependence of the induced fractionation on near-cell concentrations and intracellular fluxes of sulfur compounds (Wing and Haley, 2014).

Diffusive sulfate transport can be particularly limited in low permeability marine sediments (Strauss, 1997). Accordingly, microscale reservoir effects are expected to be generally more prevalent in sediments than in water columns (Figs. 1c and d), an observation already made for macroscale reservoir effects (Gomes and Hurten, 2013; Crowe et al., 2014b). The extent of transport limitation in sediments strongly depends on the tortuosity of the material (Iversen and Jrgensen, 1993). Furthermore, differences in sediment porosity imply differences in the volume of sulfate-bearing water there is to draw from. That said, variation in sediment porosity will typically not affect near-cell sulfate gradients because even at high MSR cell densities \( (~10^8 \text{ cells/L}; \text{Bak and Pfennig, 1991; Knoblauch et al., 1999}) \), large cell radii \( (~1 \mu m; \text{Widdel and Bak, 1992}) \) and low porosities \( (~0.1) \), the total volume of sulfate reducers still makes up less than 0.01% of the pore water volume.

Our model of the Archean ocean water column demonstrated the potential importance of microscale reservoir effects in large-scale \( S \) isotope fractionation patterns, particularly in extremely sulfate limited environments. In such environments, microscale reservoir effects can mute expressed fractionations and thus modulate large-scale gradients in the \( S \) isotopic composition of sulfate, which develop as a result of macroscale reservoir effects (Fig. 5c). Hence, in general, sulfate transport mechanisms both at the micro- as well as macro-scale need to be considered in order to correctly interpret fractionation patterns in the geological record. For example, a comparison of measured fractionations in Archean sedimentary sulfides with fractionations predicted by our models (Fig. 6) shows that estimates for Archean seawater sulfate levels depend not only on the assumed induced fractionation (e.g., constant versus variable; Crowe et al., 2014b), but also on whether microscale reservoir effects are considered. Here we assumed a constant induced fractionation factor \( \tilde{x} \) and focused on extracellular sulfate transport processes. In general, intracellular enzymatic processes may also modulate the induced fractionation factor in response to near-cell sulfate concentrations. The extent of this intracellular modulation remains subject to controversy in the theoretical literature (Brunner and Bernasconi, 2005; Wing and Haley, 2014) and, as we discuss in Sections 2.3 and 3.2, a correlation between expressed fractionation and sulfate concentrations (Harrison and Thode, 1958; Kaplan and Rittenberg, 1964) may partly stem from microscale reservoir effects not considered in previous experiments.

Here we considered steady-state sulfate concentration and fractionation profiles across the Archean ocean water column, as well as the resulting average fractionations expressed in the pyrite formed. While the assumption of a steady state simplified our simulations, an incorporation of microscale reservoir effects need not be limited to steady-state geobiological models. As we have shown, the near-cell sulfate gradients that are responsible for the microscale reservoir effect develop within a few milliseconds (Section 3.4). The involved transients are thus of negligible duration compared to typical ecological and geological time scales. Hence, our formulas linking local sulfate concentrations and sulfate reduction rates to induced and expressed fractionations (e.g., Eqs. 17 and 13) can all be incorporated into more complex, time-dependent geobiological models. Such dynamical models can also account for macroscale reservoir effects with slow transients or dynamic sediment deposition processes (Crowe et al., 2014b). Furthermore, time-dependent models may account for temporal averaging of geological records, a frequent caveat in many geological and paleontological studies (Fürsich and Aberhan, 1990; Kowalewski and Bambach, 2008), by integrating predicted variables over time prior to comparison with data.

We point out that even if the inclusion of the microscale reservoir effect in a geobiological model is mathematically straightforward, several physiological and ecological parameters (e.g., cell densities, cell sizes and diffusion coefficients) are required to make predictions for specific cases, possibly increasing model uncertainties. For example, as explained in Section 2.5, active MSR cell densities for our Archean ocean model were estimated by extrapolating modern cell counts and molecular data from Lake Matano, an Archean ocean analog (Crowe et al., 2008). Our sensitivity analysis revealed that model predictions strongly depend on these estimates, because uncertainties in cell densities (at any given bulk sulfate reduction rate) lead to uncertainties in estimated csSRR. Hence, the increased accuracy that is theoretically attainable by our model, comes at the price
of a dependency on additional and so far largely unexplored parameters. Furthermore, care must be taken when predicting physiological responses and enzyme kinetics in ancient extreme environments (e.g., at 40–70 °C temperature during the Archean) based on current understanding of extant sulfate reducers. For example, shifts in the activation energies of sequential reactions at high temperatures may lead to deviations from experimental and theoretical predictions of induced fractionations (Habicht et al., 2002; Wing and Haley, 2014). In conclusion, more accurate reconstruction of ancient sulfur cycling will require a better physiological and ecological characterization of sulfate reducing communities in natural ecosystems, particularly in environments resembling ancient conditions.

The model derived in Section 2.2 predicts the sulfate concentration profile (Eq. (2)) and S isotopic composition profile (Eq. (20)) around sulfate reducing cells. Testing these predictions experimentally would require the measurement of sulfate concentrations and S isotopic compositions around active cells at nanoscale to microscale resolution. Nanoscale secondary ion mass spectrometry (nanoSIMS) allows measurement of S isotopic composition at such scales (Herrmann et al., 2007). NanoSIMS has been used previously to detect substantial variation in S isotopic composition between adjacent pyrite grains in ca. 3400 Ma old sandstone, with both $\delta^{34}S$ and $\Delta^{34}S$ (where $\Delta^{34}S = \delta^{34}S - 0.5155\delta^{33}S$) spanning negative and positive values at spatial scales as small as ~5 μm (Wacey et al., 2010). This variation between individual pyrite grains, especially in the sign of $\Delta^{34}S$, indicates a co-occurrence of multiple sulfur metabolic pathways (microbial sulfate reduction and microbial sulfur disproportionation) in close proximity (Wacey et al., 2010). Note that while our model predicts the establishment of an extracellular gradient of sulfate $\delta^{34}S$ (as a balance between near-cell and background $\delta^{34}S$, Eq. (20)), this is not the case for exported sulfide (and thus subsequently formed pyrite). All sulfide exported by a single cell is predicted to exhibit the same isotopic composition, namely corresponding to the expressed fractionation $x$. Hence, microscale reservoir effects of sulfate reduction by a single cell would not cause heterogeneities in $\delta^{34}S$ within pyrite grains like in the sulfate pool. Consistent with this expectation, individual μm-sized pyrite grains – presumably formed around single cells, were found to exhibit constant isotopic composition (Wacey et al., 2010, Fig. 2 therein). In contrast, substantial variation in $\delta^{34}S$ was found even between pyrite grains that presumably all originated from microbial sulfate reduction ($\delta^{34}S$ from ~11.7 to 0 and $\Delta^{34}S < 0$; Wacey et al., 2010). This variation in expressed fractionation between (but not within) pyrite grains may reflect a modulation by microscale reservoir effects (e.g., depending on cell or colony size), or it may reflect a variation of the induced fractionation between individual cells.

Strong gradients in sulfide $\delta^{34}S$ have been observed within pyrite crystals at scales ~50–100 μm in borehole waters, with pyrite $\delta^{34}S$ increasing towards the rim of the crystals (Drake et al., 2015). These gradients suggest almost-closed-system conditions within the crystals due to limited sulfate diffusion from the bulk fluid, causing an enrichment in heavy sulfate and thus the production of heavier sulfides towards the interior (Drake et al., 2015). This reservoir effect, which forms due to an enrichment in $^{34}SO_4^–$ at scales spanning multiple cells, is comparable to “macroscale” reservoir effects in isolated or semi-isolated basins (Lyons et al., 2000; Gomes and Hurtgen, 2013; Crowe et al., 2014b) and should not be confused with the microscale reservoir effect modeled here, which occurs due to $^{33}SO_4^–$ enrichment in the immediate proximity of single cells. Only the former actually results in μm-scale gradients in the precipitating pyrite $\delta^{34}S$.

4.2. Reservoir effects in sulfate–methane transition zones

Sulfate reduction can be coupled to the anaerobic oxidation of methane (AOM) by syntrophic microbial consortia in or near sulfate–methane transition zones (SMTZ), where upward diffusing methane produced at depth intersects with sulfate diffusing from the overlying water column (Orphan et al., 2001; Hinrichs and Boetius, 2003; Harrison et al., 2009). The bulk of sulfate reduction coupled to AOM is typically confined to within the SMTZ (Hinrichs and Boetius, 2003), although weak sulfate reduction – potentially sustained by cryptic sulfur cycling – can also occur below the SMTZ at low (~50–400 μM) “residual” sulfate levels (Holmkvist et al., 2011; Treude et al., 2014). In modern marine environments, where ocean surface sulfate levels are around 28 mM and rates of sulfate reduction are controlled by low-affinity ($K_a \sim 0.2$ mM) sulfate reducers (Habicht et al., 2002; Tarpgaard et al., 2011), sulfate rarely drops below ~0.5 mM within the SMTZ (Devol et al., 1984; Orphan et al., 2001; Harrison et al., 2009; Webster et al., 2011). Microscale reservoir effects, as predicted by our model, will thus have little effect on the fractionation expressed in modern marine STMZs (Fig. 3). In freshwater lake sediments, where sulfate levels in the micromolar range select for high sulfate affinities ($K_a \sim 5–30$ μM; Ingvorsen and Jorgensen, 1984), diagenetic sulfate reduction can occur at much lower sulfate concentrations (~3–30 μM; Herlihy and Mills, 1985; Hordijk et al., 1985; Lovley and Klug, 1983; Lovley and Klug, 1986; Kuivila et al., 1989; Holmer and Storkholm, 2001) and hence microscale reservoir effects of S isotope fractionation may be more important in these environments. It is possible that micromolar sulfate levels in the Archean ocean (Crowe et al., 2014b) would have selected for marine sulfate reducers with high sulfate affinities ($K_a < 5$ μM) similar to modern freshwater systems (Tarpgaard et al., 2011). Consequently, Archean marine SMTZs may have been characterized by lower sulfate levels and significant microscale reservoir effects, if AOM-based syntrophy had evolved by then.

We emphasize that while microscale reservoir effects are predicted to be negligible in modern – and perhaps Archean – marine SMTZs, macroscale reservoir effects of S isotope fractionation may still occur during AOM in diffusion-limited systems at cm-scales due to local enrichment in isotopically heavy sulfate (Jorgensen, 1979). Macroscale and microscale reservoir effects can be incorporated into existing diagenetic models of SMTZs (Devol et al., 1984) in the same way as demonstrated in Section 2.5 for the
4.3. Can motility mitigate the reservoir effect?

Cell motility is known to enhance nutrient uptake by eukaryotic phytoplankton by overcoming diffusion-limited transport to the cell (Pasciak and Gavis, 1974). For smaller organisms such as prokaryotes, the effects of motility are often much weaker (Guasto et al., 2012). Several sulfate reducers are motile (Castro et al., 2000), hence the question arises whether their motion could reduce the microscale reservoir effect of S isotope fractionation. In analogy to Pasciak’s and Gavis’s work, our mathematical results can be modified to account for cell movement at some constant speed \( v \) by replacing each diffusion coefficient, e.g., \( D_{32} \), with a transport coefficient, 

\[
D'_{32} = D_{32} \left( 1 + \frac{R_v}{2D_{32}} \right).
\]  

(42)

The ratio \( R_v/D_{32} \) is known as the Pécel number, and measures the relative importance of advective transport compared to diffusive transport over the cell's length scale (Karp-Boss et al., 1996). Eq. (42) is only an approximation that becomes valid for small Pécel numbers (Acrivos and Taylor, 1962). The transport coefficient increases with cell speed and cell size. In particular, cell movement has the same effect as increased diffusion and would, in principle, result in a weaker reservoir effect. The magnitude of cell speeds that can significantly alter the reservoir effect becomes apparent in Eq. (42): \( v \approx D_{32}/R \) approximately marks the threshold above which the transport coefficients differ significantly from the pure diffusion coefficients. For most cell radii (typically \(< 1 \mu m\); Widdel and Bak, 1992) and sulfate diffusion rates \( D_{32} \approx 5.6 \times 10^{-10} m^2/s \) in seawater (Iversen and Jorgensen, 1993), this means that swimming speeds below \( 500 \mu m/s \) are unsubstantial.

Typical prokaryote swimming speeds range within 10–100 \( \mu m/s \), but speeds up to 400–600 \( \mu m/s \) have also been reported (Fenchel, 1994; Magariyama et al., 1995; Mitchell et al., 1995a; Mitchell and Barbara, 1999; Kirboc and Jackson, 2001). Sinking speeds of free-living prokaryotes are typically well below 300 \( \mu m/s \) (Fennel et al., 2006). Hence, motion of sulfate reducing cells is not expected to noticeably affect the reservoir effect. As seen in Fig. 8 for typical sulfate reducers in seawater, even a swimming velocity of \( 500 \mu m/s \) only slightly affects the reservoir effect, when compared to the non-motile case. This is in contrast to Pasciak’s and Gavis’s findings of significant effects of cell motility on nutrient uptake by flagellated phytoplankton (Pasciak and Gavis, 1974). However, cell sizes considered by Pasciak and Gavis are 1–2 orders of magnitude greater than those of typical sulfate reducing prokaryotes, which explains the greater effects found therein.

In principle, our analysis of the effects of cell movement only apply to steady-state conditions established at constant swimming speeds. Flagellated bacteria can exhibit strong movement bursts and sudden changes in swimming direction (e.g., run-and-tumble movements), possibly allowing them to keep track of localized nutrient sources (Mitchell et al., 1995b,a). However, as we have shown, the sulfate-depleted zone surrounding a cell forms within time scales characteristic of sulfate ion diffusion \( (R^2/D) \) and extends to a distance of about 5 cell radii. For typical cell radii \( (R \sim 0.5 \mu m) \) and seawater diffusion rates \( (D \sim 5 \times 10^{-10} m^2/s) \), even rapid movement bursts of up to \( 600 \mu m/s \) would only propel a sulfate reducer by about 0.6 cell radii within the time it takes for the re-establishment of the sulfate-depleted zone. Hence, typical flagellum-enabled motion, either steady or abrupt, would not be sufficient to completely escape the sulfate-depleted zone and to overcome the microscale reservoir effect.

This conclusion is consistent with theoretical calculations that predict negligible effects of flow or swimming on nutrient uptake rates by organisms smaller than 10 \( \mu m \) (Purcell, 1977; Karp-Boss et al., 1996; Guasto et al., 2012). Furthermore, the characteristic scale of gradients resulting from turbulent mixing in water (the "Batchelor scale", which in the sea ranges between 30 and 300 \( \mu m \)) is typically much larger than typical MSR cells (Stocker, 2012). At the scale of individual MSR cells, viscous forces eliminate turbulence, and sulfate transport is dominated by molecular diffusion rather than advection (Fenchel, 2002). Consequently, while turbulent mixing (e.g., in a stirred bioreactor or in the ocean water column) can accelerate sulfate transport at ecosystem scales, turbulent mixing has negligible effects on extracellular sulfate gradients in the vicinity of a cell (Purcell, 1977; Koch, 1990; Fenchel, 2002).
Hence, microscale reservoir effects are expected to occur even in well-mixed environments.

4.4. Relaxing assumptions

As we have shown, microscale reservoir effects of S isotope fractionation result from the combination of two simple and common processes: (a) the formation of extracellular sulfate gradients in the proximity of sulfate reducing cells due to transport limitation and (b) differences in the magnitude of these gradients between S isotopologues due to the preferential use of particular isotopologues by cells and, potentially, different isotopologue diffusivities. Hence, reservoir effects are generally expected to be most prevalent in sulfate-poor environments subject to strong transport limitation, such as in freshwater lake sediments with low permeability. The quantitative relationships derived here provide guidance on the expected magnitude of microscale reservoir effects and the relative importance of various environmental and physiological factors.

We point out, however, that sulfate reducing bacteria can take many non-spherical shapes (Castro et al., 2000). Sulfate gradients around non-spherical cells will typically be weaker than for spherical cells due to higher surface-area-to-volume ratios. Hence, reservoir effects for non-spherical cells are expected to be weaker than predicted here. For example, approximation formulas for sulfate concentrations around long cylindrical cells suggest that near-cell sulfate depletion for rod-shaped cells typically ranges within 75–105% of the spherical case (at equal cell volume, see Supplement S2 for derivation). However, for extremely thin and elongated (e.g., filamentous) organisms (e.g., Desulfonema spp.; Fukui et al., 1999) sulfate gradients can disappear, hence eliminating any microscale reservoir effects. Extreme cases like these will require special considerations, and experimental work may be needed to determine sulfate gradients and reservoir effects if theoretical estimates are not available.

In addition, transmembrane sulfate fluxes may deviate from the homogenous distribution assumed here, particularly in cells with structural membrane inhomogeneities such as flagella (Zhilina et al., 1997) or uneven active transporter distribution. These inhomogeneities will, in turn, lead to inhomogeneities in extracellular near-cell sulfate concentrations. That said, as shown above, sulfate gradients around a cell typically extend to about 5 cell radii. Hence, if inhomogeneities in transmembrane fluxes span across scales much smaller than the cell, sulfate depletion will be roughly constant across the periphery of the cell. If larger inhomogeneities are suspected, our formulas should only be used as rough estimates.

Any formulas predicting microscale reservoir effects for individual cells, including the ones presented here, will inevitably depend on particular physiological and morphological properties. Natural microbial communities can include several sulfate reducing species with different metabolic efficiencies, sizes and shapes (Leloup et al., 2009). For example, a single environment can host a variety of MSR morphotypes, such as thin rods and vibrios (Amann et al., 1992) or cocci and rods (Ravenschlag et al., 2000), and sulfate reducers with vastly different sulfate affinities have been shown to coexist in marine sediments (Tarpgaard et al., 2011). Hence, sulfate reduction kinetics and expressed fractionations may need to be averaged over members of a community, based on the morphological and physiological variation estimated for a particular environment. Existing experimental calibrations of S isotope fractionation by sulfate reducers focus on pure cultures or engineered systems (Habicht et al., 2002), however our work shows that a characterization of MSR community structure (both kinetic and morphological) in natural environments may be necessary for correctly interpreting S isotope fractionation signals in the geological record; this remains an area for future research. Fluorescence in situ hybridization may be used to estimate size and shape distributions in MSR communities (Amann et al., 1992; Ravenschlag et al., 2000). To estimate the distribution of sulfate reduction kinetics, complementary incubation experiments targeting different substrate regimes may be performed, or composite models (i.e. containing multiple kinetic components) may be fitted to measured progress curves (Tarpgaard et al., 2011).

In our calculations we assumed that sulfate transport in the proximity of individual sulfate reducing cells is captured by the bulk sulfate diffusion coefficients in the medium. In reality, however, the relevant diffusion coefficients for bacteria living in sediments depends on the location of the cells relative to small-scale material structures, i.e. on whether cells are floating in the pore spaces, are attached to surfaces, reside inside detrital particles or are part of a biofilm. For example, oxygen diffusion coefficients have been shown to be reduced by one third inside biofilms of sewage fermenters, when compared to the bulk medium (Tomlinson and Snaddon, 1966). Hence, while here we used bulk diffusion coefficients for our examples, in some cases diffusion coefficients will need to be adjusted to the material (e.g., particulate organic matter, extracellular polymeric substances) immediately surrounding sulfate reducing cells. In most cases, diffusion in the immediate proximity of cells will be slower than in the bulk medium (Tomlinson and Snaddon, 1966; Jorgensen, 1977; Stewart, 2003), and hence microscale reservoir effects will be stronger than predicted here. Microelectrode techniques may be used to determine diffusion coefficients inside individual particles or within biofilms (Revsbech and Jrgensen, 1986; Nishina et al., 1997). More generally, a better understanding of the ecology and spatial structuring of MSR communities is needed for correctly interpreting S fractionation signals in the rock record.

5. CONCLUSIONS

Microscale sulfate concentration gradients can develop between cell surfaces and bulk solutions as a result of microbial sulfate reduction. The magnitude of this concentration gradient depends on cell-specific sulfate reduction rates and the transport properties of the surrounding solutions. Cell-specific sulfate reduction rates are, in turn, influenced by electron donor availability and cell physiology,
particular the specific affinity for sulfate – high specific affinities lead to strong gradients, all else being equal. A difference in the S isotopic composition of sulfate across this gradient develops mainly as a result of enzymatic isotope discrimination by sulfate reducers as well as, potentially, differing diffusion rates of sulfate isotopologues. This reservoir effect needs to be considered when relating measured isotope fractionations to bulk solution properties such as sulfate concentration, since the true isotope fractionation induced during reduction can be muted, resulting in a measured effective fractionation that includes microscale reservoir effects. Here we focused on S isotope fractionation during microbial sulfate reduction, however microscale reservoir effects potentially also influence isotopic signals of microbial activity on other elements such as carbon, nitrogen or iron (Delwiche and Steyn, 1970; Barker and Fritz, 1981; Brantley et al., 2001).

It should be noted that microscale reservoir effects become particularly relevant at micromolar sulfate concentrations. Such low concentrations are uncommon in modern environments (François and Gérard, 1986; Holmer and Storløkken, 2001), but were likely typical in the Archean ocean (Crowe et al., 2014b). Furthermore, media with low permeability and poor mixing will generally result in much stronger extracellular sulfate gradients, and hence microscale reservoir effects are expected to be more prevalent in sediments when compared to the water column (Iversen and Jørgensen, 1993). The models reported here can be used to identify scenarios with significant microscale reservoir effects and to potentially correct for these effects when interpreting observed S isotope fractionations. Such corrections should allow more meaningful and robust comparisons of S isotope fractionation patterns determined in different systems where microscale reservoir effects might be divergent.
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**Figure S1:** Values of the auxiliary variable $M$ for varying induced fractionation factors (vertical axis) and relative cell-specific sulfate reduction rates (csSRR/[$\text{SO}_4^{2-}$]), horizontal axis. Parameters are a typical diffusion coefficient for seawater ($D_{32} = 5.8 \times 10^{-10}$ m$^2$/s, top row) and marine sediments ($D_{32} = 2 \times 10^{-10}$ m$^2$/s, bottom row) (Iversen and Jørgensen, 1993), and a large (left column) and small (right column) cell radius ($R = 0.25 - 0.5 \mu$m; Widdel and Bak, 1992). The white region in (d) corresponds to unrealistically high csSRR, i.e. which exceed the rate sustainable by extracellular diffusive transport.
Figure S2: Sensitivity of the Archean ocean model (Section 2.5 in the main article) with respect to varying MSR cell radii. (a) Sulfate S isotope composition, (b) exported sulfide S isotopologue composition and (c) expressed S isotope fractionation (w.r.t. background sulfate isotopologue composition) at various depths, for a fixed “surface” sulfate concentration \( S_t = 1 \mu M \). (d) Mean fractionation expressed in deposited pyrites with respect to the surface sulfate pool, for various surface sulfate concentrations. Continuous and dashed/dotted curves show model predictions without and with microscale reservoir effects (MiRE), respectively. Blue dashed curves correspond to the cell radius used in the main article \( R = 0.25 \mu m \). Red dotted curves correspond to alternative cell radii (dark red \( R = 0.5 \mu m \), light red \( R = 1.0 \mu m \); Widdel and Bak, 1992; Nauhaus et al., 2007). All other model parameters are as in Fig. 5 in the main article. Note that the cell radius does not affect model predictions when MiREs are ignored.

Figure S3: Sensitivity of the Archean ocean model (Section 2.5 in the main article) with respect to varying fractions of active MSR cells (FAC). (a) Sulfate S isotope composition, (b) exported sulfide S isotopologue composition and (c) expressed S isotope fractionation (w.r.t. background sulfate isotopologue composition) at various depths, for a fixed “surface” sulfate concentration \( S_t = 1 \mu M \). (d) Mean fractionation expressed in deposited pyrites with respect to the surface sulfate pool, for various surface sulfate concentrations. Continuous and dashed/dotted curves show model predictions without and with microscale reservoir effects (MiRE), respectively. Blue dashed curves correspond to the FAC used in the main article \( \varphi = 0.04 \); Haglund et al., 2002). Red dotted curves correspond to alternative FACs (dark red \( \varphi = 0.017 \), light red \( \varphi = 0.123 \); Llobet-Brossa et al., 2002). All other model parameters are as in Fig. 5 in the main article. Note that the FAC does not affect model predictions when MiREs are ignored.
Figure S4: Sensitivity of the Archean ocean model (Section 2.5 in the main article), with respect to the calibrated proportionality factor $Y$ (Eq. 40 in the main article). (a) Sulfate S isotope composition, (b) exported sulfide S isotopologue composition and (c) expressed S isotope fractionation (w.r.t. background sulfate isotopologue composition) at various depths, for a fixed “surface” sulfate concentration ($S_t = 1 \mu$M). (d) Mean fractionation expressed in deposited pyrites with respect to the surface sulfate pool, for various surface sulfate concentrations. Continuous and dashed/dotted curves show model predictions without and with microscale reservoir effects (MiRE), respectively. Blue dashed curves correspond to the calibrated proportionality factor used in the main article ($Y = 1.022 \times 10^{15}$ (cells $\times$ days)/mol). Red dotted curves correspond to alternative factors (dark red $Y = 50\%$ of the calibrated value, light red $Y = 200\%$ of the calibrated value). All other model parameters are as in Fig. 5 in the main article. Note that the factor $Y$ does not affect model predictions when MiREs are ignored.

Figure S5: Sensitivity of the Archean ocean model (Section 2.5 in the main article) with respect to varying sulfate diffusivities. (a) Sulfate S isotope composition, (b) exported sulfide S isotopologue composition and (c) expressed S isotope fractionation (w.r.t. background sulfate isotopologue composition) at various depths, for a fixed “surface” sulfate concentration ($S_t = 1 \mu$M). (d) Mean fractionation expressed in deposited pyrites with respect to the surface sulfate pool, for various surface sulfate concentrations. Continuous and dashed/dotted curves show model predictions without and with microscale reservoir effects (MiRE), respectively. Blue dashed curves correspond to the sulfate diffusion coefficient used in the main article ($D = 15.2 \times 10^{-10}$ m$^2$/s). Red dotted curves correspond to alternative diffusion coefficients, based on alternative temperature ($T$) and salinity ($S$) scenarios (dark red $D = 12.0 \times 10^{-10}$ m$^2$/s based on $T = 40^\circ$C and $S = 70\%$, light red $D = 18.6 \times 10^{-10}$ m$^2$/s based on $T = 70^\circ$C and $S = 50\%$; Boudreau, 1997; Robert and Chaussidon, 2006). All other model parameters are as in Fig. 5 in the main article. Note that the sulfate diffusivity does not affect model predictions when MiREs are ignored.
Figure S6: Sensitivity of the Archean ocean model (Section 2.5 in the main article) with respect to induced fractionation factor $\tilde{\alpha}$. (a) Sulfate S isotope composition, (b) exported sulfide S isotopologue composition and (c) expressed S isotope fractionation (w.r.t. background sulfate isotopologue composition) at various depths, for a fixed “surface” sulfate concentration ($S_t = 1 \, \mu M$). (d) Mean fractionation expressed in deposited pyrites with respect to the surface sulfate pool, for various surface sulfate concentrations. Continuous and dashed/dotted curves show model predictions without and with microscale reservoir effects (MiRE), respectively. Blue dashed curves and grey continuous curves correspond to the fractionation factor used in the main article ($\tilde{\alpha} = 1.03$). Red dotted curves correspond to alternative fractionation factors (dark red $\tilde{\alpha} = 1.02$, light red $\tilde{\alpha} = 1.04$). All other model parameters are as in Fig. 5 in the main article.

Figure S7: Sensitivity of the Archean ocean model (Section 2.5 in the main article) with respect to varying sulfate $\delta^{34}S$ at the top (“surface”). (a) Sulfate S isotope composition, (b) exported sulfide S isotopologue composition and (c) expressed S isotope fractionation (w.r.t. background sulfate isotopologue composition) at various depths, for a fixed surface sulfate concentration ($S_t = 1 \, \mu M$). (d) Mean fractionation expressed in deposited pyrites with respect to the surface sulfate pool, for various surface sulfate concentrations. Continuous and dashed/dotted curves show model predictions without and with microscale reservoir effects (MiRE), respectively. Blue dashed curves and grey continuous curves correspond to the surface sulfate $\delta^{34}S$ used in the main article ($\delta^{34}S = 5\%e$, w.r.t. Canyon Diablo Troilit; Ueno et al., 2008), while red dotted curves correspond to alternative surface sulfate $\delta^{34}S$ (dark red $\delta^{34}S = -15\%e$, light red $\delta^{34}S = 15\%e$; Lambert et al., 1978; Shen et al., 2001). All other model parameters are as in Fig. 5 in the main article.
**Table S1:** Maximum bulk sulfate reduction rates ($V_{\text{max}}$) at various depths, as used in the Archean ocean model (Section 2.5 in the main article). Values at the specified depths are estimated based on modern respiration kinetics in anoxic ocean water columns (Crowe et al., 2014, Table S2 therein). At intermediate depths $V_{\text{max}}$ was interpolated using splines.

<table>
<thead>
<tr>
<th>depth (m)</th>
<th>$V_{\text{max}}$ (µM/year)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.864</td>
</tr>
<tr>
<td>150</td>
<td>0.404</td>
</tr>
<tr>
<td>200</td>
<td>0.236</td>
</tr>
<tr>
<td>250</td>
<td>0.156</td>
</tr>
</tbody>
</table>

**Table S2:** Taxa identified as sulfate respirers in the Lake Matano metagenomes, based on previous literature. Details in section 2.5 of the main article.

<table>
<thead>
<tr>
<th>taxon</th>
<th>reference</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Ammonifex degensii</em></td>
<td>Huber et al., 1996</td>
</tr>
<tr>
<td><em>Desulfovibrio alaskensis</em></td>
<td>Keller et al., 2014</td>
</tr>
<tr>
<td><em>Desulfitalea</em> spp.</td>
<td>Garrity, 2005</td>
</tr>
<tr>
<td>Desulfbacterales</td>
<td>Garrity, 2005</td>
</tr>
<tr>
<td><em>Desulfovibrio</em> spp.</td>
<td>Garrity, 2005</td>
</tr>
<tr>
<td><em>Desulfomaculum</em> spp.</td>
<td>Vos et al., 2011</td>
</tr>
<tr>
<td><em>Desulfospirales</em> spp.</td>
<td>Vos et al., 2011</td>
</tr>
<tr>
<td>Desulfobacteriales</td>
<td>Garrity, 2005</td>
</tr>
<tr>
<td><em>Desulfomonile</em> spp.</td>
<td>Garrity, 2005</td>
</tr>
</tbody>
</table>
1. Correcting calibration curves

In this section we show how calibration curves for S-isotope fractionation, obtained experimentally in well-mixed reactors (Habicht et al., 2002; Wing and Halevy, 2014), can be corrected to account for the microscale reservoir effect in diffusion-limited environments. Specifically, we assume that the induced (i.e. true) fractionation $\tilde{\alpha}$ is a known function of the cell-specific sulfate reduction rate (csSRR) $J$, the near-cell sulfate concentration $\tilde{S}$ and potentially the near-cell sulfide concentration $\tilde{X}$:

$$\tilde{\alpha} = \tilde{A}(J, \tilde{S}, \tilde{X}).$$

(1)

The function $\tilde{A}$ will typically be in the form of a regression or interpolation curve, fitted to measured fractionation data. Given the above information, we show how one can infer the apparent fractionation $\alpha$ as a function of the background sulfate concentration $S$, the background sulfide concentration $X$ (if applicable), the csSRR $J$, the cell radius $R$, the background sulfate isotopic composition ($r = \left[34\text{SO}_4^2-\right]/\left[32\text{SO}_4^2-\right]$), as well as the diffusion coefficients $D_{32}, D_{34}$, $E_{32}$ and $E_{34}$ of $32\text{SO}_4^2-$, $34\text{SO}_4^2-$, $H_2\text{S}^{32}$ and $H_2\text{S}^{34}$, respectively.

Recall that

$$\alpha = F(J/S, R, r, D_{32}, D_{34}, \tilde{\alpha}),$$

(2)

where $F$ is a known explicit function derived in Eq. (13) in the main article. The near-cell concentrations $\tilde{S}$ and $\tilde{X}$ can be obtained from $S$ and $X$:

$$\tilde{S} = \tilde{s}(J, S, R, r, D_{32}, D_{34}, \alpha), \quad \tilde{X} = \tilde{x}(J, H, R, r, E_{32}, E_{34}, \alpha),$$

(3)

where the functions $\tilde{s}$ and $\tilde{x}$ are given by

$$\tilde{s} = S - \frac{J}{4\pi RD_{32}} \left[ 1 + \frac{r}{\alpha + r} \left( \frac{D_{32}}{D_{34}} - 1 \right) \right],$$

$$\tilde{x} = X + \frac{J}{4\pi RE_{32}} \left[ 1 + \frac{r}{\alpha + r} \left( \frac{E_{32}}{E_{34}} - 1 \right) \right].$$

(4)

The above formula for $\tilde{s}$ can be obtained by combining Eq. (3) with equations (8) and (9) in the main article. The formula for $\tilde{x}$ is obtained in a similar way. Combining equations (1), (2) and (3) yields

$$\alpha = F \left[ J/S, R, r, D_{32}, D_{34}, \tilde{A}(J, \tilde{s}(J, S, R, r, D_{32}, D_{34}, \alpha), \tilde{x}(J, X, R, r, E_{32}, E_{34}, \alpha)) \right].$$

(5)

Solving Eq. (5) for $\alpha$ gives $\alpha$ implicitly as a function of $J$, $S$, $X$, $R$, $r$, $D_{32}$, $D_{34}$, $E_{32}$ and $E_{34}$. In general, depending on the structure of $\tilde{A}$, this will only be possible numerically or graphically.

In practice, diffusion-driven fractionation is low ($D_{32}/D_{34} \approx 1$; Richter et al., 2006) and $r \ll \alpha$, so that Eq. (4) can be approximated as

$$\tilde{s} \approx S - \frac{J}{4\pi RD_{32}}, \quad \tilde{x} \approx X + \frac{J}{4\pi RE_{32}}.$$

(6)

The error of these approximations is small when compared to the background sulfate and sulfide levels. When $D_{32} = D_{34}$ and $E_{32} = E_{34}$, Eq. (6) becomes exact. With these approximations, Eq. (5) becomes an explicit formula for $\alpha$,

$$\alpha \approx F \left[ J/S, R, r, D_{32}, D_{34}, \tilde{A} \left( J, S - \frac{J}{4\pi RD_{32}}, X + \frac{J}{4\pi RE_{32}} \right) \right],$$

(7)

where $F$ is given by Eq. (13) in the main article. From (7) it becomes apparent that in general at least two processes alter $\alpha$, when compared to the case of unlimited diffusion: (a) The formation of a sulfate (sulfide) gradient leads to near-cell sulfate (sulfide) levels that differ from background concentrations. Hence, if the true fractionation depends on sulfate (sulfide) concentrations, these differences will lead to an altered true fractionation (Wing and Halevy, 2014). (b) The microscale reservoir effect leads to a difference between the true and the apparent fractionation. This effect would be present even if the true fractionation was constant.
S2 Cylindrical cells

In the following we modify the model derivation of the main article (section 2.2.2) for narrow cylindrical (“rod-shaped”) cells to examine the robustness of our results with respect to non-spherical shapes. For simplicity, we shall assume that sulfate fluxes are evenly distributed across the cell surface and that cells are very narrow (compared to their length). Hence, the extracellular sulfate distribution is approximately the same as if the cell was a thin line segment, consuming sulfate at a constant length-specific rate (e.g. mol sulfate consumed per µm per day). Hence, at steady state the sulfate profiles $U_{32} = [^{34}\text{SO}_4^{2-}]$ and $U_{34} = [^{34}\text{SO}_4^{2-}]$ approximately satisfy the Laplace equation in cylindrical coordinates:

$$\frac{D_i}{\rho} \frac{\partial}{\partial \rho} \left( \rho \frac{\partial U_i}{\partial \rho} \right) + D_i \frac{\partial^2 U_i}{\partial z^2} - J_i \delta(\rho) \Theta(|z| - L/2) = 0,$$  \hspace{1cm} (8)

where $i$ stands for either “32” or “34”, $J_i$ is the cell-specific consumption rate (sulfate consumed per cell per time), $\delta(\rho)$ is the Dirac distribution in the 2D plane in polar coordinates, $\Theta$ is the Heaviside function and $L$ is the cylinder length. The $z$-axis is aligned to the cylinder’s symmetry axis. In addition, $U_i$ satisfies the boundary condition

$$U_i \big|_\infty = S_i,$$  \hspace{1cm} (9)

where $S_i$ is the background concentration. Using the Green’s function for the 3D Laplace equation, one can explicitly express the solution to Eqs. (8) and (9) in terms of a convolution (Evans, 2010):

$$U_i(\rho, z) = S_i - \frac{J_i}{4\pi D_i L} \int_{-L/2}^{L/2} \frac{ds}{\sqrt{\rho^2 + (s - z)^2}} = S_i - \frac{J_i}{4\pi D_i L} \int_{-L/2}^{L/2} \frac{ds}{\sqrt{\rho^2 + s^2}}$$

$$= S_i - \frac{J_i}{4\pi D_i L} \ln \left[ \frac{1}{\rho^2} \left( \frac{L/2 - z + \sqrt{(L/2 - z)^2 + \rho^2}}{L/2 + z + \sqrt{(L/2 + z)^2 + \rho^2}} \right) \right].$$  \hspace{1cm} (10)

See Fig. S8a for an example visualization of the above solution. Since we assumed that cells are narrow cylinders, the concentration $U_i$ is approximately constant across most of the cell surface and equal to $U_i(\rho = \rho_o, z = 0)$ (where $\rho_o$ is the cylinder radius), i.e.

$$U_i \big|_{\text{near cell}} \approx S_i - \frac{J_i}{4\pi D_i L} \ln \left[ \frac{1}{\rho_o^2} \left( \frac{L/2 + \sqrt{(L/2)^2 + \rho_o^2}}{L/2 + \sqrt{(L/2)^2 + \rho_o^2}} \right) \right].$$  \hspace{1cm} (11)

For comparison with the spherical case (section 2.2.2 in the main article), we rewrite Eq. (11) as

$$U_i \big|_{\text{near cell}} \approx S_i - \frac{J_i}{4\pi D_i R} \cdot \frac{2 \ln \left[ E/2 + \sqrt{(E/2)^2 + 1} \right]}{\sqrt{4E^2/3}}.$$  \hspace{1cm} (12)

where $R$ is the hypothetical radius of a spherical cell with the same volume as the considered cylindrical cells, i.e. $4\pi R^3/3 = L\pi \rho_o^2$, and the so-called “eccentricity” $E$ is defined as the ratio $L/\rho_o$. Note the similarity of Eq. (12) to the spherical case, with the addition of the correction factor

$$\beta = \frac{2 \ln \left[ E/2 + \sqrt{(E/2)^2 + 1} \right]}{\sqrt{4E^2/3}}.$$  \hspace{1cm} (13)

This correction factor, which only depends on the cell eccentricity $E$, is typically smaller or comparable to 1. In particular, for eccentricities $E$ in the range 2–20, the factor $\beta$ is roughly within the range 0.75–1.05 (Fig. S8b). Hence, for typical narrow rod-shaped cells the extracellular $^{34}\text{SO}_4^{2-}$ gradients (and hence the microscale reservoir effects) will be similar to spherical cells with an identical cell volume and identical sulfate reduction rates. On the other hand, for much larger eccentricities (i.e. extremely narrow cells, $E \gg 10$) $\beta$ converges to 0, which means that near-cell sulfate levels and S isotope compositions will be similar to background values, hence eliminating any microscale reservoir effects.
S3 The Archean ocean water column with variable induced fractionation

In this section we modify the model for S isotope fluxes in the Archean ocean water column discussed in the main article (section 2.5), to include a variable induced fractionation factor, $\tilde{\alpha}$. Specifically, we assume that $\tilde{\alpha}$ depends on the near-cell sulfate concentration $\tilde{S}$, i.e. $\tilde{\alpha} = \tilde{A}(\tilde{S})$ for some given function $\tilde{A}$. Similar to the model by Crowe et al. (2014), which was based on microscale analyses of Archean pyrites, we assume that $\tilde{\alpha}$ increases linearly from 1.0 to 1.03 at increasing sulfate concentrations until $6 \mu M$ and saturates at 1.03 for $\tilde{S} > 6 \mu M$. If microscale reservoir effects are ignored, then $\alpha(z) = \tilde{\alpha}(z) = \tilde{A}(S(z))$, and $S_{34}$ can readily be calculated as the steady state solution to the PDE

$$\frac{\partial S_{34}}{\partial t} = K \frac{\partial^2 S_{34}}{\partial z^2} - \frac{H(z)}{1 + A(z) \cdot (S(z)/S_{34}(z) - 1)},$$

with boundary conditions

$$S_{34}(z_i) = \frac{r_i S_t}{1 + r_i}, \quad \frac{\partial S_{34}}{\partial z}(z_i) = 0.$$

On the other hand, the incorporation of microscale reservoir effects renders $\tilde{\alpha}(z)$ a function of the near-cell sulfate concentration $\tilde{S}(z)$ which, in turn, depends on the expressed fractionation $\alpha(z)$. Solving the resulting algebraic equations exactly is non-trivial (see Supplement S1). However, when S isotopic differences of thermal diffusion are negligible ($D_{32} \approx D_{34}$, as assumed here) one can approximate $\tilde{S}$ by $S - H/(4\pi RDN)$ and hence calculate $\tilde{\alpha}$ explicitly from the background sulfate concentration $S(z)$:

$$\tilde{\alpha}(z) \approx \tilde{A} \left( S(z) - \frac{H(z)}{4\pi RDN(z)} \right).$$

The expressed fractionation can then be explicitly calculated from $S(z)$, $S_{34}(z)$, $H(z)$ and $N(z)$:

$$\alpha(z) = Z(z) + \sqrt{r(z)\tilde{\alpha}(z)} + Z^2(z),$$
$$Z(z) = \frac{H(z)}{S(z)} \cdot \frac{1 + r(z)}{8\pi RDN(z)} \left[ 1 - \tilde{\alpha}(z) + \frac{1}{2} (\tilde{\alpha}(z) - r(z)) \right],$$
$$r(z) = \frac{S_{34}(z)}{S(z) - S_{34}(z)}.$$

Using Eq. (17) in the PDE (14), and using the same model parameters as in the main article, eventually yields the steady state isotopologue ratio and expressed fractionation profiles shown in Fig. S9. Note
that both macroscale and microscale reservoir effects are significantly weaker than in the model analyzed in the main article (Fig. 5), where the fractionation factor $\tilde{\alpha} = 1.03$ was fully induced by the cells even at low sulfate concentrations at depth.

**Figure S9:** 1D reaction-diffusion modeling of S isotope fluxes in the Archean ocean water column at steady state and using a variable induced fractionation ($1.0 \leq \tilde{\alpha} \leq 1.03$), as described in Supplement S3. (a) Sulfate concentrations, (b) sulfate reduction rates, (c) sulfate S isotope composition, (d) exported sulfide S isotope composition, (e) expressed S isotope fractionation (w.r.t. the background sulfate S isotope composition). Continuous and dashed curves show model predictions without and with the microscale reservoir effect (MiRE), respectively. At the top, sulfate was fixed at 1 $\mu$M and sulfate $\delta^{34}$S was set to 5‰ (Shen et al., 2001).
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