ANSWERS TO ASSIGNMENT # 12 

  1a)  Species are not independent observations because, inevitably, species are related to varying degrees by evolutionary descent. Relatively closely-related species are expected to be more similar in both cell size and genome size than two reptile species picked at random from the data set. Some methods are available to correct for this problem, such as the method of phylogenetically-independent contrasts. 

   b)  Use Fisher's transformation: r = 0.55 transforms to z = 0.6184, with sz = 0.123 

  A 95% confidence interval for z is then obtained as 

   z - t0.05(2), ∞ σz ≤ ς ≤ z + t0.05(2),∞ σz, yielding 

  0.377 ≤ ς ≤0.860. 

  The inverse of the Fisher's transformation converts the limits for z back to the correlation scale, yielding a 95% confidence interval for ρ: 

  





0.360 ≤  ρ  ≤  0.696. 

c) Confidence intervals assume bivariate normality, ie.  Y values at each X assumed to have been randomly sampled from a normal distribution and X values for each Y also have a normal distribution.

2a) A one-tailed test is appropriate here. 

  HO: Mean titres did not change after injection (μ2 - μ1 ≤ 0) 

  HA: Mean titres increased after injection (μ2 - μ1> 0) 

  [`d] = 572.417, s[`d] = 56.298, t = 10.168 

  t 0.05(1),11 = 1.796. Since t > 1.796, P < 0.05, therefore reject HO. 

  b)  The test in (a) assumed that the difference in serum antibody titre before and after injection has a normal distribution in the population of knockout mice. 

  c)  The design of the experiment could be improved by adding a control group of CD40 knockout mice that receive an injection of distilled water. 

  d)  HO: Antibody titres before and after injection are uncorrelated 

       HA: Antibody titres before and after injection are correlated 

       Use the Spearman rank correlation. The ranks are: 

	Before injection


	After injection
	Difference (di)

	9
	9
	0

	11
	1
	10

	6
	6
	0

	10
	10
	0

	2
	5
	-3

	5
	4
	1

	12
	3
	9

	8
	2
	6

	7
	7
	0

	3
	8
	-5

	1
	12
	-11

	4
	11
	-7


  rs = -0.476, (rs)0.05(2),12 = 0.587. Since rs < 0.587, P > 0.05, do not reject HO.

3a) b = 0.0937,   a = -4.386,    ^Y = -4.386 + 0.0937X 

        r2 = SSregression / SStotal = 615.1502/(615.1502 + 241.5165) = 0.718 

    b)  HO: β = 0,   HA: β ≠ 0 

                         Source 
      SS         df       MS  

                      Total           
    856.67    11 

                         Regression         615.15      1       615.15 

                         Residual             241.52    10         24.152 

  F = 25.47,   F 0.05(1),1,10 = 4.96   Since F > 4.96,  P < 0.05,  reject HO 

  c)  Assume that the mean Y for each X lies on the population regression line (i.e., the true    relationship between Y and X is linear). Assume a normal distribution of Y's with equal variance for every X. 

  d)  Random effects because (X,Y) observations were randomly sampled from a population. (In a fixed effects regression, values of X are preset by the experimenter and one or more Y values is sampled for each X.) 

  e)  ^Y = -4.386 + 0.0937(300) = 23.72,   MSresidual = 24.152, s^Y = 1.80 

  f)  t 0.05(2),10) = 2.228 

      23.724 - (1.80)(2.228) ≤ mean Y when X  = 300 ≤ 23.72 + (1.80)(2.228) 

      19.71 ≤ mean Y when X = 300 ≤ 27.73 

  g)  The best strategy for predicting X from Y in the case of random effects is to estimate the linear regression of X on Y. Assume a normal distribution of X's with equal variance for each Y. 

  b' = 7.661,   a' = 135.02,    ^X = 135.02 + 7.661Y = 135.02 + 7.661(40) = 441.5

4a)  
The 2-factor ANOVA is appropriate for experiments investigating the effects of two factors (call them A and B), and their interaction, on a response variable. The factors may be fixed or random. 

b)

1. HO: No effect of factor A 

2. HO: No effect of factor B 

3. HO: No interaction between factors A and B 

c)

The method assumes that the response variable has a normal distribution for every combination of A and B, and that the variance of this response variable is the same for every combination of A and B. 

d)

The same procedures would be used as in single-factor ANOVA. Begin by visualizing the data separately for each combination of factors A and B, using boxplots, histograms, and quantile plots. Inspect plots for outliers, and distributions that are conspicuously non-normal and have unequal variances. Shapiro-Wilk tests and tests of equal variance (e.g., Levene's) can help your decision as to whether the assumptions are met. If the assumptions are not met, then attempt to transform the data to improve fit to assumptions. 

5)

HO: Timing of births is random (proportion of weekend births is 2/7) 

HA: Timing of births is not random (proportion of weekend births is not 2/7) 

2 goodness of fit test, or binomial test (using normal approximation), are appropriate methods. 

2 goodness of fit test: 

	
	      fi 

      [^f]i 

weekend 

      216 

      266.2857 

weekday 

      716 

      665.7143 

total 

      932 

      932.0000 


	


Use Yates correction: 2 = 13.031, df = 1, 20.05,1 = 3.841 

Since 2 > 3.841, P < 0.05, reject HO. 

Binomial test with normal approximation:   

P = 2 × Prob(X  216) = 2 × Prob(Z  [(2162/7 * 932+1/2)/({2/75/7 * 932})]) = 2 × Prob(Z  3.61) 

     =0.0004. Since P < 0.05, reject HO. 

6)
The researcher should divide the study area into quadrats and count the number of crickets in a random sample of these quadrats. Compare the frequency distribution of counts to the Poisson distribution using the 2 goodness-of-fit test. If the null hypothesis is rejected, calculate the variance:mean ratio to determine whether the distribution of crickets is clumped or dispersed. 
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