ANSWERS TO ASSIGNMENT # 10

    1a) ANOVA is the most powerful method 

        HO: μ1 = μ2 = μ3,   HA: at least one μi is different 

        Assume that plant mass in the three populations is normally distributed with equal variance. 

Source       SS         df       MS  

                      Total         212.00      13 

                         Groups   150.00        2       75.000 

                         Error        62.00      11         5.636 

  F = 13.31,  F 0.05(1),2,14 = 3.98   Since F > 3.98,  P < 0.05,  reject HO 
  b)  Apply the Tukey test. 

q 0.05,14,3 = 3.820 

                      [`X]B-[`X]A    Difference    SE      q         Decision    

                      high vs low           8
     1.126    7.102     Reject HO
                      high vs medium    2            1.062    1.883    Do not reject HO
                      medium vs low     6    
     1.126    5.326     Reject HO
    low            medium      high 

      

2a) 

  ANOVA is the preferred method for testing, but the boxplots suggest that two of its          assumptions may be violated: distributions are not normal (as judged by their large skew and presence of outliers), and variances are not equal (as judged by the very different interquartile spreads). A square root transformation improves matters a bit, and so might be justified, although outliers are still a problem. Alternatively, use the KW test to be on the safe side. 

b) 

  ANOVA on square-root-transformed data: 

  Ho: μ1 = μ2 = μ3. 

  HA: At least one μi is different. 

                         Source       

SS         df       MS  

                    (on square root data) 

                      Total          

768.84      32 

                         Groups (male size)     155.73        2   77.8666 

                         Error       

613.11      30   20.4370 

  F = 3.810,   F0.05(1),2,31 = 3.32. Since F > 3.32 reject Ho 

  Kruskal-Wallis test on same data: 

  Ho: Egg numbers do not differ between males of different size. 

  HA: Egg numbers differ between males of different body size. 

  I ranked the data low to high: 

   small: 2, 4, 6, 7, 9, 11, 16, 17, 18, 30, 5 

  medium: 3, 10, 12, 14, 15, 19, 21, 26, 29, 32, 8 

   large: 1, 13, 20, 22, 24, 25, 27, 28, 31, 33, 23 

   R1 = 125,  R2 = 189,  R3 = 247. Compute H = [ 12/(N(N+1))]∑[( Ri2)/(ni)]-3(N+1) = 7.2416 

  χ2 = 5.991. Since H > 7.242 reject Ho 

  c) 

  Fixed effects. The particular size classes are defined by the researchers, and individuals were selected accordingly. Sizes used were not a random sample of possible sizes. 

  3) HO: Mean percent use of ``pool" habitat is the same in both species (μ1 = μ2) 

      HA: Mean percent use of ``pool" habitat differs between the two species (μ1 ≠ μ2). 

     Individuals from the same channel are unlikely to be independent-they interact, they share a common environment. Instead, the channel is the unit of replication, and the mean percent use of pool habitat for coho and steelhead make up the pair of measurements from each channel. A paired t-test is appropriate if the differences d are normal (sample size is too small to test this). I took the risky strategy and assumed that d has a normal distribution in the population (an even better idea is to convert the data to proportions and then transform using arcsin square root before computing the difference; results are similar to those presented below). 

  [`d] = 33.00, sd=12.81, s[`d] = 5.727, t = 33.00/5.727 = 5.7622

  t 0.05(2),4 = 2.776. Since t > 2.776, P < 0.05, therefore reject HO. 

  A Wilcoxon signed rank test would be the nonparametric equivalent of the paired t-test, and would be appropriate if the assumption of normality was violated (results not shown). 
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