ANSWERS TO ASSIGNMENT # 5

1a) P(X < 90) = P(Z < (90 - 115)/22) = P(Z < -1.14) = P(Z > 1.14) = 0.1271

  b) P(X >70) = P(Z > -2.05) = 1 - P(Z < -2.05) = 1 - 0.0202 = 0.9798

  c) P(75 < X < 95) = P(X < 95) - P(X < 75) = P(Z < -0.91) - P(Z < -1.82) =

      0.1841 - 0.0344 = 0.1497

  d) P(85 < X < 122) = 1 - P(X > 122) - P(X < 85) = 1 - P(Z > 0.32) - P(Z <

      -1.36) = 1 - 0.3745 - 0.0869 = 0.5386)

  e) P(X < 92 or X > 130) = P(X < 92) + P(X > 130) = P(Z < -1.05) + P(Z >

      0.68) = 0.1469 + 0.2483 = 0.3952

  f) 0

  g) P(
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<106) = P(Z < 106 – 115 ) = P(Z < -1.83) = 0.0336

        22/√20

  h) P(
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>119) = P(Z > 0.81) = 0.2090

2a) Generally, a combination of approaches is recommended, involving

i) Visually inspect a histogram of the data in the random sample, looking for outliers            and asymmetries.

 ii) Compute coefficients of skewness and kurtosis and inspect for departures from zero.

iii) Generate normal quantile-quantile plots and inspect for departures from linearity.

iv) Carry out a formal goodness-of-fit test of data to the normal distribution, such as the   Shapiro-Wilks test.

b) The sum of a large sequence of random variables (or their average) is approximately

     normally distributed. Examples:

     i) Normal approximation to the binomial, when n is large (the binomial variable X can  be thought of as the sum of n variables whose outcomes is either 0 or 1).

    ii) Robustness of t-tests to departures from normality (
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will still have an    approximately normal distribution even when the variable X is not normally distributed, if sample size is large).

3a) HO: mean fitness change, µ = 0; HA: mean fitness change µ ≠ 0.

      t = ___0.161__  = 2.695. t 0.05(2),7 = 2.365
         0.1692367/√8
.Since 2.695 > t 0.05(2),7, P <0.05. Reject HO.

b) 95% CI: ¯X ± t 0.05(2),ν s 
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    0.020 < µ < 0.303

c) Assume that the fitness of lines has a normal distribution in the population of lines.

4a) CBT Group:

      HO: mean weight change µ = 0, HA: mean weight change µ ≠ 0.

      t = __4.01_  = 2.852. t 0.05(2),26 = 2.056.
         √53.41/27

Since 2.852 > t 0.05(2),26, P <0.05. Reject HO.

Control group:

HO: µ = 0, HA: µ ≠ 0.

t = ____-1.45__  = -0.907. t 0.05(2),24 = 2.064.

        √63.82/25

Since -0.907 not less than –t 0.05(2),24, P >0.05. Do not reject HO.

b) 95% CI: 
[image: image5.wmf]X

± t 0.05(2), ν s 
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    CBT Group: 1.119 < µ < 6.901

    Control group: -4.748 < µ < 1.848

c) 95% of random samples from a normal population will yield lower and upper

    confidence limits that bracket the true population mean.

d) In addition to the assumption of random samples, the methods in (a) and (b)

    assume that weight change in both populations has a normal distribution.

5a) The number of individual fish with haplotype A has a binomial distribution with

      n = 400 and p = 0.40. Use the normal approximation to the binomial distribution,

      since n is large and p is not too close to either 0 or 1.

     µ = np = (400)(0.40) = 160, σ2 = npq = (400)(0.40)(0.60) = 96

     P(X ≥ 170) ≈ P(Z ≥ 170 - 160 – 1/2) = P(Z ≥ 0.97) = 0.1660
                                               √96

  b) Note that at least 250 B’s is equivalent to no more than 150 A’s

      P(X ≤ 150) ≈ P(Z ≤ 150 - 160 + 1/2) = P(Z ≤ - 0.97) = 0.1660 

√96

  c) P(155 ≤ X ≤ 165) = 1 - P(X ≤ 154) - P(X ≥ 166) ≈ 1 - P(Z ≤ - 0.56) - P(Z ≥ 0.56) =

      1 - 2(.2877) = 0.4246
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